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• Nature of Dark Energy 
(LSST and E-ELT primary science goals) 

• black holes masses / sphere of influence  
(E-ELT DRM science case) 

• Both cases require precise distances 
Hubble diagram; absolute radii

Extragalactic priorities in the 2020s

Supernova Cosmology Project
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Figure 2. Maps of line-of-sight velocity (Vlos), velocity dispersion (σlos) and the third and fourth Gauss–Hermite (GH) moments (h3, h4) in 0.′′2 spaxels. The x, y
coordinates are aligned with the major and minor kinematic axes, respectively. The minimum and the maximum values of the color scale are indicated in the title
of each panel in parenthesis (Vlos, σlos in km s−1; h3, h4 in dimensionless units). The top row shows the original kinematical data while the bottom row shows the
kinematics after it is bi-symmetrized.
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Figure 3. Comparison of stellar velocity fields observed with the NIFS IFU (left) and SAURON IFU (right; Dumas et al. 2007). The AO-assisted NIFS data are
consistent with the larger-scale velocity map, but probe a spatial region inaccessible to the optical data because the AGN emission precludes measurements of the
central stellar dynamics (the black region in the right panel). In both figures north is up and east is left.

order to obtain sensible results from an axisymmetric dynamical
modeling code, which assumes such an underlying symmetry.
The kinematic data were bi-symmetrized in a weighted mean,
using the individual uncertainties reported by pPXF to derive
the weights. The final kinematic uncertainties are computed as
the errors in the weighted mean values.

Figure 3 shows the line-of-sight stellar velocity fields from
NIFS (left) and SAURON (right). The latter data are from
Dumas et al. (2007) and show a similar large-scale rotational
velocity to that seen in the inner 3′′ × 3′′ region observed with
NIFS. Although the large-scale line-of-sight velocity fields in
both panels show the same global rotational velocity, the central
region of the SAURON velocity field within 5′′ × 5′′ (right)
is dominated by AGN continuum. Therefore, the innermost
parts allow no velocity measurement, and appear as a black
oval region in the image. Thus, the SAURON data do not
provide constraints on the BH mass, although they could provide

constraints on the mass-to-light ratio (ϒ). However, we do not
include the SAURON data in our modeling, relying instead
on the long-slit kinematics obtained from MMT and KPNO
to provide the constraints on ϒ at large radii. This is partly a
pragmatic choice since the use of IFU data on both small and
large scales would significantly increase the total number of
kinematic constraints that would need to be fitted and, therefore,
would require a significantly larger orbit library than we use
here, making the problem significantly more computationally
expensive than we are able to handle.

3.2. Surface Brightness Profile

We calculate the H-band surface brightness profile using
our nested series of images to probe different spatial scales.
For large radii (5′′–90′′), we use the photometrically calibrated
OSUBSGS images. At intermediate radii (1′′–11.′′25), we use
the ACS optical image, allowing a significant region of overlap
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Figure 3. Comparison of stellar velocity fields observed with the NIFS IFU (left) and SAURON IFU (right; Dumas et al. 2007). The AO-assisted NIFS data are
consistent with the larger-scale velocity map, but probe a spatial region inaccessible to the optical data because the AGN emission precludes measurements of the
central stellar dynamics (the black region in the right panel). In both figures north is up and east is left.

order to obtain sensible results from an axisymmetric dynamical
modeling code, which assumes such an underlying symmetry.
The kinematic data were bi-symmetrized in a weighted mean,
using the individual uncertainties reported by pPXF to derive
the weights. The final kinematic uncertainties are computed as
the errors in the weighted mean values.

Figure 3 shows the line-of-sight stellar velocity fields from
NIFS (left) and SAURON (right). The latter data are from
Dumas et al. (2007) and show a similar large-scale rotational
velocity to that seen in the inner 3′′ × 3′′ region observed with
NIFS. Although the large-scale line-of-sight velocity fields in
both panels show the same global rotational velocity, the central
region of the SAURON velocity field within 5′′ × 5′′ (right)
is dominated by AGN continuum. Therefore, the innermost
parts allow no velocity measurement, and appear as a black
oval region in the image. Thus, the SAURON data do not
provide constraints on the BH mass, although they could provide

constraints on the mass-to-light ratio (ϒ). However, we do not
include the SAURON data in our modeling, relying instead
on the long-slit kinematics obtained from MMT and KPNO
to provide the constraints on ϒ at large radii. This is partly a
pragmatic choice since the use of IFU data on both small and
large scales would significantly increase the total number of
kinematic constraints that would need to be fitted and, therefore,
would require a significantly larger orbit library than we use
here, making the problem significantly more computationally
expensive than we are able to handle.

3.2. Surface Brightness Profile

We calculate the H-band surface brightness profile using
our nested series of images to probe different spatial scales.
For large radii (5′′–90′′), we use the photometrically calibrated
OSUBSGS images. At intermediate radii (1′′–11.′′25), we use
the ACS optical image, allowing a significant region of overlap
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Figure 7. Contours of constant χ2
all in the plane of model parameters ϒH and

MBH for models (each with No = 9936) with inclination to the line of sight
i = 90◦ (top), i = 60◦ (middle), and i = 23◦ (bottom). The star in each plot
marks the location of the best-fit values for MBH and ϒH (see Table 2 for details).
The first six contours surrounding the star are the 1σ, 2σ, . . . , 6σ confidence
intervals respectively. Subsequent contours are equally spaced between the 6th
contour and the maximum χ2 value.

Figure 8. ∆χ2
all curves marginalized over ϒH (top) and marginalized over

MBH (bottom) in Figure 7, for i = 90◦ (solid), i = 60◦ (dashed) i = 23◦

(dot-dashed). The thin horizontal dotted lines corresponds to ∆χ2
all = 1 (1σ ,

68.5% confidence interval), ∆χ2
all = 2.71 (2σ , 95%) and ∆χ2

all = 6.63
(3σ , 99%).

an edge-on configuration to the more inclined configuration re-
quires the system to be modeled by a bar dynamical modeling
code, which does not exist at the present time.

Since the result of this section show that models with edge-on
inclination (i = 90◦) are greatly preferred over more face-on
models, in the rest of this paper we confine our analysis to
models with i = 90◦.

5.3. Tests of Robustness and Kinematic Fits

VME04 showed that the solution derived from the
Schwarzschild method was sensitive to two important factors:
(1) the size of the orbit libraries used in obtaining the best-fit BH
mass; and (2) the spatial resolution of the kinematic data and
whether or not they resolved the sphere-of-influence of the BH.
They showed that biased solutions could result when the size
of the orbit libraries was too small for the available data. They
also showed that when the kinematic data did not resolve the
sphere-of-influence of the BH, spurious results could arise. In
the next two sections we perform two tests to assess the robust-
ness of our solutions. In particular, our goal is to assess which
of the two values of MBH obtained previously (5 × 107 M⊙ or
8 × 107 M⊙) is more robust.
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dynamical black hole mass measurement in  
NGC 4151 (Onken+14) SN Ia Hubble Diagram 

(Riess+98)



Precise geometric distances to AGN
 

via “Dust (and Quasar) Parallaxes” 



• Standard Ruler: Invert the parallactic triangle  

Dust Parallaxes: Idea (1/2)

object’s real and apparent brightness allows 
1a 

supernovae used to discover that the Universe’s 
expansion is accelerating are the best-known 
examples of such sources. However, a better 
method for estimating astronomical distances 
is to use simple geometry, and in this issue 

528) demonstrate a new 

If we know the length of the base of an  
isosceles triangle, with the two long (very 
long!) sides being the distance to an object, 
then we can solve for that distance given just 

Unfortunately, such a situation is 
-

of 
Earth’s orbit is the base of the triangle and the 

moves against the 
background stars as Earth moves from one side 
of its orbit around the Sun to the other every 

-
ond would be one ‘parsec’ away. Although the 

Figure 1 | Geometric distances. a, The distance to a star (D ) from Earth can be measured by solving an 
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M. Elvis, Nature News & Views



• Geometric distance: 
 

• As reference, one may use: 

• broad line region of AGN (Elvis & Karovska 02)  
     → difficult for VLTI, but potentially possible (Rakshit+15, Petrov+15)  
     → have to work out gas physics (models) 

• the hot dusty ring at the inner edge of the torus (Hoenig 2014)  
    → successfully shown! (Hoenig+14, Nature, 515, 528)

Dust Parallaxes: Idea (2/2)

geometric distance  = 
physical size

angular size

VLTI

IR survey telescope



• (Instrinsic) angular size from near-IR interferometry

• Important: De-projection using geometric constraints from… 
                         … well-covered uv-plane  
                         … gas dynamics on 10+pc scales  → E-ELT, ALMA  
                         … (spectro-)polarimety → E-ELT 
                         … radio jet 

• Dust distribution from multi-band interferometry… or see next slide

Dust Parallaxes: Angular Size

Weigelt+12, Hoenig+13



• (Instrinsic) physical size from optical/near-IR photometric monitoring

• Idea: dust reprocesses UV-optical emission → optical-IR time-lag = physical size 

• Dust distribution from near-IR transfer function 
         → in principle also useable for inclination (high cadence, photometric quality) 

• NB: In favour of a near-IR photometric survey telescope

Dust Parallaxes: Physical Size

P. Lira, priv. comm.

optical
near-IR
↝
↝

↝↝↝↝↝↝
↝↝↝↝



• How well can we do? 

• NGC 4151 non-optimised data: 12-13% including all systematics!!! 

• better uv-coverage and photometric monitoring: <10% 

• combining constraints from multiple objects: 3% (11 AGN); 1.5% (44 AGN)

Dust Parallaxes: Precision
because for the former a larger region contributes to the emission at a
given wavelength. As a consequence, the variability signal in the K band
will show some degree of smoothing with respect to the V band signal,
depending on the distribution. This also involves a shift of the peak time
lag. At the same time, the size measured by interferometry will appear
correspondingly smaller or larger. This distribution effect in both types
of data can be effectively modelled by means of a disk model17,18, assum-
ing that the dust is heated by AGN radiation and the projected bright-
ness distribution is represented by the power law S(r) / ra (Methods).
This geometry is in line with theoretical expectations and observational
evidence of the hot-dust region19,20. Indeed, the model has been success-
fully applied to reproduce multiwavelength, multi-baseline interfero-
metry of several AGNs14,21 (including NGC 4151), as well as the light
curve of NGC 415117,22.

The common reference size in such a model is the inner radius, rin,
of the brightness distribution. For reverberation mapping and interfer-
ometry, this corresponds to a reference time lag tin 5 rin/c and angular
size rin < rin/DA of the inner boundary of the brightness distribution.
Other parameters that may influence the observationally inferred phys-
ical and angular size of rin are the disk geometry of the emission region
and the dust properties. For the inclination and disk orientation, we use
observational constraints based on the dynamics of the emission line
region in NGC 4151 and polarimetry23–25. We do not consider the radio
jet in this study26, because the available data do not allow both position
angle and inclination to be reliably established at the same time. The
absorption efficiency of the dust is implicitly included in our parame-
terization of the brightness distribution. Moreover, the sublimation tem-
perature does not affect the distance determination because it scales in
the same way for the reference angular sizes and the reference time lags
(Methods).

Because the light curves are sampled with finite and varying gaps bet-
ween the observations, we simulated 1,250 random, continuous repre-
sentations of the data using the AGN variability pattern derived from
the structure function. We calculated tin, a and rin simultaneously, given
the observationally constrained inclination and disk orientation as priors.
This resulted in 1,250 estimates of DA, which are shown in Fig. 2. An
important feature of this process is that, although determining the re-
ference time lag or the reference angular size individually is quite un-
certain, both parameters are strongly correlated with the dust brightness
distribution. Thus, the ratio, that is, DA, can be constrained with much
higher precision than can the reference time lag or reference angular
size individually, if tin and rin are calculated simultaneously given the
inferred a.

We obtain an angular-diameter distance to NGC 4151 of DA~
19:0z2:4

{2:6 Mpc (Fig. 2, inset probability distribution). The error bars in-
clude statistical uncertainties from the reverberation and interferomet-
ric observations, as well as the systematic uncertainties introduced by
the geometry, the brightness distribution and the uncertainty in the con-
tributions of the host and the putative accretion disk to the K-band in-
terferometry. These uncertainties have been accounted for in Monte
Carlo simulations when sampling the data (Methods). The new dis-
tance clarifies the situation for NGC 4151. The galaxy is in the vicinity
of the Virgo cluster (,30u angular separation from the Virgo cluster
centre), resulting in strong peculiar motion with respect to the Hubble
flow6,27. Therefore, any recession-velocity-dependent distance has to be
considered uncertain. Geometric megamaser distances require that the
nuclear region is seen very close to edge-on, which is generally not the
case for unobscured AGN. Moreover, a direct distance estimate based
on the Tully–Fisher relation is difficult because of the face-on view of
the galactic disk, which makes it difficult to determine the required ro-
tational velocities. Attempts to estimate the distance this way resulted
in a wide range of values between ,4 and 20 Mpc (refs 5, 6). More re-
cently, a luminosity distance of 29.2 6 0.5 Mpc was suggested on the
basis of near-infrared reverberation mapping only and a model for the
absorption and re-emission of dust, but cannot be reconciled with our
new result or the other estimates7.

The new precise distance to NGC 4151 is relevant because this galaxy
is a cornerstone in calibrating black hole masses inferred by different
methods2; apart from NGC 3227, it is the only galaxy with a suitable
mass estimated from reverberation mapping, stellar and gas dynamics.
Of both galaxies, NGC 4151 has much better mass constraints2, such that
any systematic offset in distance will almost equally affect the calibra-
tion of black hole masses. Dynamical mass estimates relate the rota-
tional velocity field of stars or gas surrounding the black hole to their
distances from the AGN. In the process, observed angular distances have
to be converted into physical distances, which requires knowledge of the
absolute distance to the galaxy. The most recent mass estimates assume
that DA 5 13.2 Mpc (refs 4, 28). A stellar-velocity-based mass was re-
ported as MSD

BH~ 3:76+1:15ð Þ|107M8 (ref. 4), where M[ is the solar
mass. Our new measurement implies that this mass is underestimated
by a factor of ,1.4, leading to a revised mass of MSD

BH~ 5:4+1:8ð Þ|
107M8. Similarly, the correction to the distance increases the gas dynam-
ical mass28 from MGD

BH ~3:0z0:75
{2:2 |107M8 to MGD

BH ~4:3z1:2
{3:2|107M8.

The new distance and the corrected values of MSD
BH and MGD

BH also af-
fect the correction factor f that has to be invoked when converting re-
verberation time lags and velocities into black hole masses. The most
recent reference value is f 5 4.31 6 1.05, inferred from comparing rever-
beration mapping masses with black hole masses determined from the
established relation between black hole mass MBH and bulge stellar ve-
locity dispersion s* (ref. 29). By using our corrected values for the dy-
namical black hole masses to calibrate the reverberation data1, we find
a range of f 5 5.2–6.5 (reflecting the difference between gas and stellar
dynamical masses), implying a systematic shift to larger masses. Such
larger f values may be generally applicable, as also suggested by com-
plex modelling of velocity-resolved reverberation mapping data30.
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Figure 2 | Relating time lags and angular sizes to measure the absolute
distance to NGC 4151. The coloured circles show the modelled reference
time lags, tin, and associated angular sizes, rin (1,250 random realizations of
the V-band light curve; 68% confidence interval shown as error bars). The
dotted blue lines mark tin/rin ratios corresponding to distances in the
range DA 5 14–24 Mpc. The distribution median and 68% confidence
interval are marked by the dashed red line and the orange shaded area.
Points are colour-coded to indicate the brightness distribution power-law
index a, in the range a 5 2 (red; shallow) to a 5 215 (blue; steep).
Inset, probability distribution function of the inferred distance, with
mean and 68% confidence interval indicated by the dashed and dotted
lines, respectively.
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• How to connect to LSST?

Dust and candles (1/2)

Hoenig 2014
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Figure 1. AGN template SED for a redshift of z = 0.03 in the wavelength range
from 2500–20000 Å. The dotted line is the BBB component and the dashed
line represents a blackbody with temperature T = 1500 K. The solid line is
the combination of both emission components. The colored solid lines illustrate
the transmission of the LSST u, g, r, i, z, and y3 wavebands (violet to red),
respectively. The dashed-red line shows the alternative y4 filter.
(A color version of this figure is available in the online journal.)

the optical can be approximated by

FAGN = FV ·
(

λ

0.55 µm

)−7/3

+
FBBB(1.2 µm)

πB1.2 µm(1400 K)
· πBλ(1400 K) (1)

where FV denotes the V-band flux at 0.55 µm, FBBB(1.2 µm)
is the BBB flux component at 1.2 µm, and πB1.2 µm (1400 K)
represents the flux of a 1400 K blackbody at 1.2 µm (observed
near-IR color temperature; Kishimoto et al. 2007, 2011b). The
normalization accounts for the fact that AGNs show a generic
turnover from BBB-dominated emission to host-dust emission
at about 1–1.2 µm (e.g., Neugebauer et al. 1979; Elvis et al.
1994).

Figure 1 shows the total AGN spectral energy distribution
(SED), the BBB, and hot-dust components for a simulated
object at redshift z = 0.03. Overplotted are the transmission
curves for the Large Synoptic Survey Telescope (LSST) filters
u, g, r, i, z, and y, where the latter may either be represented by
the y3 (referred to as y in the following) or y4 filter. The Wien
tail of the hot dust reaches into the z and y bands. However, the
fractional contribution of the dust is very sensitive to the object’s
redshift. In Table 1, hot-dust contributions to the total flux in i,
z, and y are listed for 0 < z < 0.3. Out to about z ∼ 0.1, the
dust contribution to the y band is !10% and drops to ∼5% at
z = 0.2. Therefore, the dust component may be detected above
the BBB out to z ∼ 0.1–0.2.

3. A DUST REVERBERATION MAPPING EXPERIMENT
FOR OPTICAL SURVEYS

In this Letter, I propose to use optical wavebands for dust
reverberation mapping of AGNs. Suitable telescope projects
are currently being explored or are under construction. The
most promising survey for this experiment will be the LSST. Its
cornerstones are high photometric quality (<1%), high cadence,
and multi-year operation. The feasibility for LSST will be

Table 1
Relative Contributions of Hot Dust to Wavebands at Different Redshifts

Redshift z = 0 z = 0.05 z = 0.1 z = 0.2 z = 0.3

i band 0.019 0.012 0.007 0.003 . . .

z band 0.073 0.052 0.031 0.014 0.004
y band (y3) 0.206 0.158 0.109 0.053 0.020
y band (y4) 0.168 0.126 0.085 0.041 0.015

illustrated in the following. It can be easily translated to other
surveys.

3.1. Simulation of Observed Light Curves and
Construction of a Mock Survey

First, it is necessary to simulate survey data and find a
method that allows for recovering dust time lags. Kelly et al.
(2009) show that the optical variability is well reproduced by a
stochastic model based on a continuous autoregressive process
(Ornstein-Uhlenbeck process; see also Kelly et al. 2013). The
model consists of a white noise process with a characteristic
amplitude σ that drives exponentially decaying variability with
a time scale τ around a mean magnitude m0. The parameters σ
and τ have been found to scale with black hole mass MBH and/or
the luminosity L of the AGN (e.g., Kelly et al. 2009, 2013). For
the simulations, L and MBH are chosen and σ and τ are drawn
from the error distribution of the respective relation given in
Kelly et al. (2009). Since the amplitude of variability depends
on wavelength, it was adjusted by σ (λ) = σ × (λ/5500 Å)−0.28

as empirically found by Meusinger et al. (2011).
The BBB light curves are then propagated outward into

the dusty region. Its inner edge, Rsub, and thus the dust time
lag τ (Rsub), scales with L as Rsub ∝ τ (Rsub) ∝ L1/2. The
reaction of the dust on BBB variability is modeled using the
principles outlined in Section 2. For that, the dust is distributed
in a disk with a surface density distribution Σ(r) ∝ ra , and
the temperature of the dust at distance r from the AGN is
calculated using the blackbody approximation for LTE, T (r) =
Tsub × (r/Rsub)−0.5 (sublimation temperature Tsub = 1500 K).
The power law index a represents the compactness of the dust
distribution (a very negative = compact; a ∼ 0 = extended)
and results in a smearing out of the variability signal/transfer
function. Since its actual value is rather unconstrained, a random
value is picked in the range −2.5 < a < −0.5, motivated by
observations (Hönig et al. 2010, 2012, 2013; Kishimoto et al.
2011b). Using the dust variability model on actual data showed
that only a fraction of the incident variable BBB energy, weff ,
is converted into hot-dust variability (for details see Hönig &
Kishimoto 2011). Thus, a random weff is picked in the interval
weff ϵ [0.2, 0.8] for each simulated AGN. In summary, the
hot dust emission and its variability is fully characterized by
a and weff .

The magnitudes at all LSST wavebands are extracted for the
combined BBB + hot-dust emission for AGNs with luminosities
L at distances DL. The “mock observations” take into account
the expected statistical and systematic errors of the LSST.2 It
is assumed that each AGN is observed once every 7 days in
u, 3 days in g, 5 days in r, 10 days in i, 20 days in z, and
15 days in y.

To illustrate the proposed method, AGN properties observed
in the local universe (z " 0.1) were approximated as follows.

2 Based on the descriptions at http://ssg.astro.washington.edu/elsst/
magsfilters.shtml and http://ssg.astro.washington.edu/elsst/opsim.shtml?
skybrightness.
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Figure 2. Simulated AGN light curves in the g- (light blue) and y-band (light red)
filters for a period of two years. The blue and red circles with error bars represent
mock observations of these g- and y-band light curves, respectively, based on
the LSST photometric precision and an average sampling of 4 days (g band)
and 17 days (y band). The green line represents the dust-only model light curve
in the y band (magnitude scale on right axis). The AGN characteristics are listed
in the top-left corner.
(A color version of this figure is available in the online journal.)

First, a redshift is randomly picked from a (1 + z)3 distribu-
tion. Then, luminosities are drawn randomly from the interval
log L(erg s−1)ϵ[42.7, 44.3] and adjusted by 10 · z (quasars be-
come more abundant with z). MBH is determined based on L and
an Eddington ratio picked randomly around the L-dependent
mean log⟨ℓEdd⟩ = −1.0 + 0.3 × log L/⟨L⟩ (Gaussian with
standard deviation σlog ℓ = 0.22 dex), producing an L–ℓEdd
correlation.

3.2. How to Recover Dust Time Lags

A catalog with 301 AGNs has been simulated.3 Example light
curves in the g and y bands are presented in Figure 2. The circles
with error bars are the observed epochs that will be used as input
for the reverberation experiment. In the following, a very simple
cross-correlation approach will be used to successfully recover
dust lags. The intention is to provide a proof-of-concept, while
optimization or tests of better approaches (e.g., Chelouche &
Daniel 2012; Chelouche & Zucker 2013; Zu et al. 2013) are
encouraged for future studies.

First, the observed photometric light curves in each band
and with very different time resolution and inhomogeneous
coverage were resampled to a common ∆t = 1 day using the
stochastic interpolation technique described in Peterson et al.
(1998) and Suganuma et al. (2006). For each band, 10 random
realizations of the resampled light curves were simulated. From
the resampled ugri light curves, a reference BBB light curve
was extracted. For that, the mean fluxes and standard deviations
over the 10 random realizations of each band and epoch were
calculated and a simple power law fν ∝ νβ was fit to the
resulting ugri fluxes at each resampled epoch. Based on this
fit, a V-band flux at 0.55 µm was determined. This method
uses the maximum information of all bands simultaneously and

3 The catalog and analysis are available at http://dorm.sungrazer.org.

Figure 3. Six-day-smoothed cross-correlation function (CCF) of an AGN
(catalog ID 160). The red line shows the CCF between the y–BBB light curve
and the BBB light curve, while the blue and orange lines are auto-correlation
functions of the BBB and y–BBB light curves, respectively. The green line
is the y–BBB CCF after subtracting a scaled combination of the two ACFs.
The dotted line marks the CCF cutoff for automated time-delay detection. The
black solid and dash-dotted lines denote the auto-detected peak time lag τpeak
and center-of-mass time lag τcom, respectively. The dashed lines mark the error
regions where the CCF is half its peak value. For reference, the solid purple line
marks the time lag of the sublimation radius in the input model. The AGN input
properties are listed as well.
(A color version of this figure is available in the online journal.)

the resulting BBB light curve is very close to the input AGN
variability pattern.

In the next step, the BBB light curve was subtracted from
the y-band fluxes. This procedure can produce negative fluxes
and leaves some BBB variability in the result due to the
overestimation of the BBB underlying the y band and the
wavelength-dependence of the variability. However, as we are
interested only in the time delay signal, this does not need to
be of concern. The most important result from this procedure
is that a large part of the BBB signal has been removed in this
y–BBB light curve.

Finally, the observed epochs of the y–BBB light curve
are (discretely) cross-correlated with the BBB light curve by
interpolating the BBB flux at the observed y-band epochs and
accounting for different lags. An example cross-correlation
function (CCF) for a 10 year LSST survey, smoothed with a
box-car kernel with a width of 6 days, is shown in Figure 3.
The CCF shows a distinct negative/anti-correlation peak at zero
lag. This peak originates from the subtraction method discussed
above. As such, it closely follows the auto-correlation functions
(ACFs) of the BBB and y–BBB light curves. After linearily
combining both ACFs and scaling to the 0-lag negative peak,
the BBB effect on the CCF can be effectively removed.

To recover the dust lag, the highest peak in the CCF after ACF
subtraction was automatically identified. A positive detection is
considered if the peak CCF ! 0.2. An error region is defined as
the range over which the CCF is at least half the peak CCF. The
maximum CCF defines the time lag of the peak τpeak. A center-
of-mass time lag τcom is also determined at half the integrated
CCF within the error region.

As a final remark, a direct cross correlation between the
observed y band and any optical band did not recover a
time delay, although a corresponding peak is seen when
cross-correlating the input model light curves. In addition, the
“shifted reference” method by Chelouche & Daniel (2012)
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Figure 2. Simulated AGN light curves in the g- (light blue) and y-band (light red)
filters for a period of two years. The blue and red circles with error bars represent
mock observations of these g- and y-band light curves, respectively, based on
the LSST photometric precision and an average sampling of 4 days (g band)
and 17 days (y band). The green line represents the dust-only model light curve
in the y band (magnitude scale on right axis). The AGN characteristics are listed
in the top-left corner.
(A color version of this figure is available in the online journal.)
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come more abundant with z). MBH is determined based on L and
an Eddington ratio picked randomly around the L-dependent
mean log⟨ℓEdd⟩ = −1.0 + 0.3 × log L/⟨L⟩ (Gaussian with
standard deviation σlog ℓ = 0.22 dex), producing an L–ℓEdd
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3.2. How to Recover Dust Time Lags

A catalog with 301 AGNs has been simulated.3 Example light
curves in the g and y bands are presented in Figure 2. The circles
with error bars are the observed epochs that will be used as input
for the reverberation experiment. In the following, a very simple
cross-correlation approach will be used to successfully recover
dust lags. The intention is to provide a proof-of-concept, while
optimization or tests of better approaches (e.g., Chelouche &
Daniel 2012; Chelouche & Zucker 2013; Zu et al. 2013) are
encouraged for future studies.

First, the observed photometric light curves in each band
and with very different time resolution and inhomogeneous
coverage were resampled to a common ∆t = 1 day using the
stochastic interpolation technique described in Peterson et al.
(1998) and Suganuma et al. (2006). For each band, 10 random
realizations of the resampled light curves were simulated. From
the resampled ugri light curves, a reference BBB light curve
was extracted. For that, the mean fluxes and standard deviations
over the 10 random realizations of each band and epoch were
calculated and a simple power law fν ∝ νβ was fit to the
resulting ugri fluxes at each resampled epoch. Based on this
fit, a V-band flux at 0.55 µm was determined. This method
uses the maximum information of all bands simultaneously and

3 The catalog and analysis are available at http://dorm.sungrazer.org.

Figure 3. Six-day-smoothed cross-correlation function (CCF) of an AGN
(catalog ID 160). The red line shows the CCF between the y–BBB light curve
and the BBB light curve, while the blue and orange lines are auto-correlation
functions of the BBB and y–BBB light curves, respectively. The green line
is the y–BBB CCF after subtracting a scaled combination of the two ACFs.
The dotted line marks the CCF cutoff for automated time-delay detection. The
black solid and dash-dotted lines denote the auto-detected peak time lag τpeak
and center-of-mass time lag τcom, respectively. The dashed lines mark the error
regions where the CCF is half its peak value. For reference, the solid purple line
marks the time lag of the sublimation radius in the input model. The AGN input
properties are listed as well.
(A color version of this figure is available in the online journal.)

the resulting BBB light curve is very close to the input AGN
variability pattern.

In the next step, the BBB light curve was subtracted from
the y-band fluxes. This procedure can produce negative fluxes
and leaves some BBB variability in the result due to the
overestimation of the BBB underlying the y band and the
wavelength-dependence of the variability. However, as we are
interested only in the time delay signal, this does not need to
be of concern. The most important result from this procedure
is that a large part of the BBB signal has been removed in this
y–BBB light curve.

Finally, the observed epochs of the y–BBB light curve
are (discretely) cross-correlated with the BBB light curve by
interpolating the BBB flux at the observed y-band epochs and
accounting for different lags. An example cross-correlation
function (CCF) for a 10 year LSST survey, smoothed with a
box-car kernel with a width of 6 days, is shown in Figure 3.
The CCF shows a distinct negative/anti-correlation peak at zero
lag. This peak originates from the subtraction method discussed
above. As such, it closely follows the auto-correlation functions
(ACFs) of the BBB and y–BBB light curves. After linearily
combining both ACFs and scaling to the 0-lag negative peak,
the BBB effect on the CCF can be effectively removed.

To recover the dust lag, the highest peak in the CCF after ACF
subtraction was automatically identified. A positive detection is
considered if the peak CCF ! 0.2. An error region is defined as
the range over which the CCF is at least half the peak CCF. The
maximum CCF defines the time lag of the peak τpeak. A center-
of-mass time lag τcom is also determined at half the integrated
CCF within the error region.

As a final remark, a direct cross correlation between the
observed y band and any optical band did not recover a
time delay, although a corresponding peak is seen when
cross-correlating the input model light curves. In addition, the
“shifted reference” method by Chelouche & Daniel (2012)
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Figure 1. AGN template SED for a redshift of z = 0.03 in the wavelength range
from 2500–20000 Å. The dotted line is the BBB component and the dashed
line represents a blackbody with temperature T = 1500 K. The solid line is
the combination of both emission components. The colored solid lines illustrate
the transmission of the LSST u, g, r, i, z, and y3 wavebands (violet to red),
respectively. The dashed-red line shows the alternative y4 filter.
(A color version of this figure is available in the online journal.)

the optical can be approximated by

FAGN = FV ·
(

λ

0.55 µm

)−7/3

+
FBBB(1.2 µm)

πB1.2 µm(1400 K)
· πBλ(1400 K) (1)

where FV denotes the V-band flux at 0.55 µm, FBBB(1.2 µm)
is the BBB flux component at 1.2 µm, and πB1.2 µm (1400 K)
represents the flux of a 1400 K blackbody at 1.2 µm (observed
near-IR color temperature; Kishimoto et al. 2007, 2011b). The
normalization accounts for the fact that AGNs show a generic
turnover from BBB-dominated emission to host-dust emission
at about 1–1.2 µm (e.g., Neugebauer et al. 1979; Elvis et al.
1994).

Figure 1 shows the total AGN spectral energy distribution
(SED), the BBB, and hot-dust components for a simulated
object at redshift z = 0.03. Overplotted are the transmission
curves for the Large Synoptic Survey Telescope (LSST) filters
u, g, r, i, z, and y, where the latter may either be represented by
the y3 (referred to as y in the following) or y4 filter. The Wien
tail of the hot dust reaches into the z and y bands. However, the
fractional contribution of the dust is very sensitive to the object’s
redshift. In Table 1, hot-dust contributions to the total flux in i,
z, and y are listed for 0 < z < 0.3. Out to about z ∼ 0.1, the
dust contribution to the y band is !10% and drops to ∼5% at
z = 0.2. Therefore, the dust component may be detected above
the BBB out to z ∼ 0.1–0.2.

3. A DUST REVERBERATION MAPPING EXPERIMENT
FOR OPTICAL SURVEYS

In this Letter, I propose to use optical wavebands for dust
reverberation mapping of AGNs. Suitable telescope projects
are currently being explored or are under construction. The
most promising survey for this experiment will be the LSST. Its
cornerstones are high photometric quality (<1%), high cadence,
and multi-year operation. The feasibility for LSST will be

Table 1
Relative Contributions of Hot Dust to Wavebands at Different Redshifts

Redshift z = 0 z = 0.05 z = 0.1 z = 0.2 z = 0.3

i band 0.019 0.012 0.007 0.003 . . .

z band 0.073 0.052 0.031 0.014 0.004
y band (y3) 0.206 0.158 0.109 0.053 0.020
y band (y4) 0.168 0.126 0.085 0.041 0.015

illustrated in the following. It can be easily translated to other
surveys.

3.1. Simulation of Observed Light Curves and
Construction of a Mock Survey

First, it is necessary to simulate survey data and find a
method that allows for recovering dust time lags. Kelly et al.
(2009) show that the optical variability is well reproduced by a
stochastic model based on a continuous autoregressive process
(Ornstein-Uhlenbeck process; see also Kelly et al. 2013). The
model consists of a white noise process with a characteristic
amplitude σ that drives exponentially decaying variability with
a time scale τ around a mean magnitude m0. The parameters σ
and τ have been found to scale with black hole mass MBH and/or
the luminosity L of the AGN (e.g., Kelly et al. 2009, 2013). For
the simulations, L and MBH are chosen and σ and τ are drawn
from the error distribution of the respective relation given in
Kelly et al. (2009). Since the amplitude of variability depends
on wavelength, it was adjusted by σ (λ) = σ × (λ/5500 Å)−0.28

as empirically found by Meusinger et al. (2011).
The BBB light curves are then propagated outward into

the dusty region. Its inner edge, Rsub, and thus the dust time
lag τ (Rsub), scales with L as Rsub ∝ τ (Rsub) ∝ L1/2. The
reaction of the dust on BBB variability is modeled using the
principles outlined in Section 2. For that, the dust is distributed
in a disk with a surface density distribution Σ(r) ∝ ra , and
the temperature of the dust at distance r from the AGN is
calculated using the blackbody approximation for LTE, T (r) =
Tsub × (r/Rsub)−0.5 (sublimation temperature Tsub = 1500 K).
The power law index a represents the compactness of the dust
distribution (a very negative = compact; a ∼ 0 = extended)
and results in a smearing out of the variability signal/transfer
function. Since its actual value is rather unconstrained, a random
value is picked in the range −2.5 < a < −0.5, motivated by
observations (Hönig et al. 2010, 2012, 2013; Kishimoto et al.
2011b). Using the dust variability model on actual data showed
that only a fraction of the incident variable BBB energy, weff ,
is converted into hot-dust variability (for details see Hönig &
Kishimoto 2011). Thus, a random weff is picked in the interval
weff ϵ [0.2, 0.8] for each simulated AGN. In summary, the
hot dust emission and its variability is fully characterized by
a and weff .

The magnitudes at all LSST wavebands are extracted for the
combined BBB + hot-dust emission for AGNs with luminosities
L at distances DL. The “mock observations” take into account
the expected statistical and systematic errors of the LSST.2 It
is assumed that each AGN is observed once every 7 days in
u, 3 days in g, 5 days in r, 10 days in i, 20 days in z, and
15 days in y.

To illustrate the proposed method, AGN properties observed
in the local universe (z " 0.1) were approximated as follows.

2 Based on the descriptions at http://ssg.astro.washington.edu/elsst/
magsfilters.shtml and http://ssg.astro.washington.edu/elsst/opsim.shtml?
skybrightness.
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• Dust is also standard candle!!! (e.g. Oknyanskij & Horne 01; Yoshi+04,14)

• With LSST: 103-5 suitable AGN to z<0.2 

• AGN = Standard candle + standard ruler

Dust and candles (2/2)

Koshida+14
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Figure 14. Radii of the innermost dust torus and the broad emission-line region
(BLR) plotted against the hard X-ray (14–195 keV) luminosity. Symbols are the
same as Figure 13, but for the data of the reverberation radii of broad Balmer
emission lines taken from the literature (Bentz et al. 2006b, 2007, 2009a, 2009b;
Denney et al. 2010; Barth et al. 2011a, 2011b; Grier et al. 2012b).
(A color version of this figure is available in the online journal.)

radius–luminosity relationship to quantitatively estimate their
differences.

For the regression analysis, a linear equation,

log r = α + β log L, (5)

was adopted and fitted to the data, assuming β = 0.5 in the
same manner as that described in Section 4. We omitted the
data for 3C 273, the most luminous target in Figures 13–15,
from the fitting with the hard X-ray luminosities, because it is
sometimes classified as a blazer, and its hard X-ray is apparently
more luminous than the extension of the correlation of the
interferometric radius of the innermost dust torus.12 Rather than
fitting the data, the regression equation for the correlation of the
dust reverberation radius and optical luminosity was converted
from the result given in Section 4, and that for the correlation
of the BLR reverberation radius and the optical luminosity was
obtained from Bentz et al. (2009a). In addition, the regression
line for the BLR radius and the [O iv] luminosity independently
fitted by Greene et al. (2010) are presented for comparison.

The fitted parameters are presented in Table 9. We found that
the BLR reverberation radius was smaller than the dust rever-
beration radius by 0.6–0.7 dex, or a factor of four to five, and
that the dust reverberation radius was smaller than the interfer-
ometric radius of the innermost dust torus by 0.2–0.4 dex, or
about a factor of two.

The difference between the reverberation radius and inter-
ferometric radius of the dust torus observed in the same band
can be understood by examining the difference between the
response-weighted and flux-weighted radii (Kishimoto et al.

12 Because Kishimoto et al. (2011) noted that 3C 273 was in a quiescent state
at the observing epoch of near-infrared interferometry and that the contribution
of the synchrotron emission was expected to be small in the optical spectra, we
included 3C 273 for calculating regressions of the radii with optical luminosity.
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Figure 15. Radii of the innermost dust torus and the broad emission-line region
(BLR) plotted against the [O iv] emission-line luminosity. Symbols are the same
as Figure 14, but the dotted line (colored blue in the online version) represents
the best-fit regression line for the Balmer-line reverberation radii presented by
Greene et al. (2010).
(A color version of this figure is available in the online journal.)

2011). Because the dust temperature in the torus is the highest
at the inner boundary of the dust torus and becomes lower at
larger radii, the flux-weighted radius would be larger than the
inner boundary radius of the dust torus caused by the flux con-
tribution from lower temperature dust at larger radii. In contrast,
the reverberation radius analyzed by the CCF analysis would be
more weighted on a larger amplitude of flux variation, which is
expected to originate from a more compact emitting region or
at smaller radii in the dust torus. Therefore, the reverberation
radius is expected to be a better estimate for the inner boundary
radius of the dust torus.

In addition to the factor of four to five difference for the mean
reverberation radii of the innermost dust torus and BLR, a gap
between their distributions is shown in Figure 13. However, on
the basis of the following discussions, we suggest that these
data do not necessarily indicate a gap of matter between the
dust torus and the BLR.

The ionized gas clouds in the BLR are considered to be
extended larger than the reverberation radius of Balmer emission
lines. Clavel et al. (1991) conducted the reverberation mapping
of various BELs in the UV spectrum for NGC 5548 and found
that the lags tended to be shorter for higher ionization lines
and longer for lower ionization lines. The lag times for the
[Si iv+O iv], [C iii], and Mg ii emission lines were larger by
a factor of two or more for Hβ in similar epoch observations
(Peterson et al. 2004). In addition, Hu et al. (2008) and Zhu
et al. (2009) recently proposed a component of intermediate
velocity width in conventional broad Balmer emission lines and
suggested that the intermediate line region is located on the outer
part of the BLR in the vicinity of the dust torus. Moreover, the
ionized gas clouds of the BLR could be distributed at radii larger
than the reverberation radius because the lag time corresponds
to the centroid of the transfer function, which is considered to
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developed to recover time lags of the BLR from photometric
filters was not successful. This failure originates from the fact
that the target signal does not vary with the same amplitude as
the reference band and is significantly smeared, and may require
the refinement presented in Chelouche & Zucker (2013).

4. DISCUSSION

4.1. Time Delays in a Real Survey

The quality of lag recovery critically depends on the cadence
as well as the continuity of observations. Typically, objects will
not be observable year-round. In order to simulate this effect,
annual gaps of two, four, and six months were introduced for
one-sixth, one-third, and one-half of the catalog, respectively.
Due to strong noise features for lags longer than ∼350 days, the
CCF was analyzed only for lags <300 days. In general, lags are
detected for about 70% or more of all AGNs, independent of gap
length. Of these lags, about 80% are consistent within error bars
with the sublimation radius of the input model. This is arguably
a high rate given the simplicity of the lag recovery scheme and
the completely blind analysis without any human interaction.
The success rates might be boosted with more sophisticated
methods and a way to deal with the longer lags. Note that these
numbers are strictly valid only for the specific AGN sample
parameters (see Section 3.1).

There are some issues that merit further attention. The current
simulations do not take into account the contributions of broad
lines. This should be a minor issue for the recovery of the BBB
light curve given the multi-filter fitting scheme. However, broad
components of the Paschen lines in the y band may impose a
secondary lag signal onto the dust light curve (see Chelouche
& Daniel 2012, for Balmer lines). While their contribution
is probably smaller than the dust contribution in this band
(see spectra in Landt et al. 2011), they should be part of a
more advanced recovery scheme (see Section 3.2). Furthermore,
potential scattered light from the BBB (e.g., Kishimoto et al.
2008; Gaskell et al. 2012) and the Paschen continuum are
also neglected, but their contribution to the total y-band flux
is estimated to be of the order of 1%.

The host flux has been neglected in the modeling (see
Section 2). Based on the optical AGN/host decomposition of
Bentz et al. (2009), the contribution of the host to the total flux
can reach 50% at LAGN ! 1043 erg s−1 and will drop to ∼10%
for LAGN ! 1045 erg s−1 in the V band. Therefore, if the host
contribution was considered, the presented simulations would
apply to a sample that is brighter by ∼0.1–0.7 mag.

4.2. Cosmological Applications of Dust Time
Lags and Dust Emission Sizes

Radius–luminosity relations open up the possibility of using
AGNs as “standard candles” in cosmology. Such applications
have been discussed for both the BLR (Haas et al. 2011;
Watson et al. 2011) and the dust (e.g., Kobayashi et al. 1998;
Oknyanskij 1999, 2002; Yoshii et al. 2004). While the current
AGN reverberation sample is larger for the BLR than for the
hot dust, the proposed use of optical surveys may change this
picture significantly. Figure 4 shows the 231 objects from the
301-object mock AGN catalog for which time lags τpeak were
recovered. For each of these AGNs, the V-band flux fV was
measured and a luminosity distance DL independent of redshift
was calculated as

DL(Mpc) = 0.075 × fV (Jy)−1/2 × τpeak(days). (2)

Figure 4. Redshift-independent luminosity distances based on dust time lags and
AGN V-band flux plotted against redshift. The black circles with error bars are
AGNs from the mock survey. The red points are observed AGNs with known dust
time lags. The blue line shows the z–DL relation for the Planck cosmological
parameters, while the green line assumes H0 = 75 (km s−1) Mpc−1, Ωm = 1
and ΩΛ = 0.
(A color version of this figure is available in the online journal.)

The scaling factor of 0.075 was obtained by fitting f
−1/2
V · τ

to the known distances of the objects in the mock survey (a
real survey will require normalizing to the cosmic distance
ladder). The errors of individual data points are dominated
by the uncertainties in τ as long as fV can be determined
with !30% accuracy. Overplotted are z–DL-relations for a
standard cosmology according to the latest Planck results
(H0 = 67.3 (km s−1) Mpc−1, Ωm = 0.315, ΩΛ = 0.685) as
well as for a universe without a cosmological constant (H0 =
75 (km s−1) Mpc−1, Ωm = 1, ΩΛ = 0). For comparison, K-band
reverberation-mapped AGNs from the literature are also shown
(NGC 3227, NGC 4051, NGC 5548, NGC 7469: Suganuma
et al. 2006; NGC 4151: Koshida et al. 2009; Fairall 9: Clavel
et al. 1989; GQ Com: Sitko et al. 1993; NGC 3783: Glass 1992;
Mark 744: Nelson 1996). The limitation to optical bands does
not allow for distinguishing between different cosmological
parameters. However, such a nearby sample (z ! 0.1) can
be used to determine the scaling factor. Under the same
configuration as determined for the optical bands, a survey using
near-IR filters will reach z ∼ 0.3 in the J band, z ∼ 0.7 in the
H band, and z ∼ 1.3 in the K band.

One of the disadvantages of standard candles is their reliance
on the cosmic distance ladder. This dependence can be overcome
with “standard rulers” for which an angular diameter distance
DA is determined by comparing physical with angular sizes.
Elvis & Karovska (2002) proposed the use of AGN BLR time
lags in combination with spatially and spectrally resolved in-
terferometry of broad emission lines for this purpose. However,
optical/near-IR interferometry of AGNs needs 8 m class tele-
scopes (e.g., at the VLTI or Keck) and is limited to about 130 m
baseline lengths. A broad emission line in the near-IR has only
been successfully observed and resolved for one AGN to date
(3C273; Petrov et al. 2012).
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• Similar combination possible for BLR!!! (Elvis & Karovska 01; Watson+11; Haas+11)

• Again: the BLR monitoring by LSST (Chellouche+14)  

• alternatively: spectroscopic survey telescope

The broad-line region

Watson+11

Courtesy of Romain Petrov (OCA)

The Astrophysical Journal Letters, 740:L49 (5pp), 2011 October 20 Watson et al.
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Figure 2. AGN Hubble diagram. The luminosity distance indicator τ/
√

F is plotted as a function of redshift for 38 AGNs with Hβ lag measurements. On the right
axis the luminosity distance and distance modulus (m − M) are shown using the SBF distance to NGC 3227 as a calibrator. The current best cosmology (Komatsu et al.
2011) is plotted as a solid line. The line is not fit to the data but clearly follows the data well. Cosmologies with no dark energy components are plotted as dashed and
dotted lines. The lower panel shows the logarithm of the ratio of the data compared to the current cosmology on the left axis, with the same values but in magnitudes
on the right. The red arrow indicates the correction for internal extinction for NGC 3516. The green arrow shows where NGC 7469 would lie using the revised lag
estimate from Zu et al. (2011). NGC 7469 is our largest outlier and is believed to be an example of an object with a misidentified lag (Peterson 2010).
(A color version of this figure is available in the online journal.)

4.1.2. Extinction

Another likely source of scatter is due to extinction associated
with the AGN and its host galaxy. As an example, in Figure 2 we
plot the shift in τ/

√
F resulting from the extinction correction

for NGC 3516 (Denney et al. 2010). This shift moves NGC 3516
very close to the best-fit line. Currently, few reliable extinction
measurements exist for these AGNs. We show the extinction
correction for NGC 3516, in Figure 2, however, because it may
be reliable as it is based on two different extinction estimations
with different methods that give consistent results (Denney
et al. 2010). An accurate correction for internal extinction
should reduce the scatter in the Hubble diagram. A mean
scatter of ∼0.16 dex (0.4 mag) as suggested by Cackett et al.
(2007), induced in the luminosities of these AGNs by internal
extinction, would contribute 0.08 dex (0.2 mag) scatter to the
relationship. Using the Balmer decrement method, Na i D or K i
line equivalent widths, or a calibration based on several methods,
we would then expect to be able to reduce the scatter induced
by extinction from 0.08 dex (0.2 mag) to the level at which
these correlations are calibrated, 0.04 dex (0.1 mag) (Munari &
Zwitter 1997).

Adding an extinction correction will of course systematically
make the distances smaller, but since the objects are currently

calibrated to the distance to NGC 3227, it is the extinction
relative to this object that matters. Currently, we assume that
the extinction of NGC 3227 is reasonably close to the mean
extinction of the sample. The fact that the distances are not
noticeably offset from the distances based on current best
estimates of H0 (Figure 1) suggests that this is a reasonable
assumption.

4.1.3. Incorrect Lags

The scatter due to an apparent diversity between objects can
also be rapidly reduced. While we use all available Hβ lag
detections with published host-corrected AGN fluxes here to
avoid biasing our results, it has been shown (Peterson 2010)
that with selection of only good quality lag measurements,
the scatter in the observed radius–luminosity relation can be
reduced to a level almost consistent with the observational
uncertainty. This suggests that some of the lag measurements
currently in use are incorrect at a level much larger than their
quoted uncertainties. This may in part be due to developing
observational expertise, where later lag measurements benefited
from improved observing practices, e.g., better-sampled light
curves. NGC 7469 alone contributes 0.09 dex (0.22 mag)
to the total scatter. The lags of most of our objects were
recalculated by Zu et al. (2011) using the stochastic process
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• VLTI can be used to measure …  
 
accurate geometric distances to extragalactic objects from 10 Mpc to ~1000 Mpc

• Useful for:        → high-precision H0 in the local universe 
                          → testing “universality” of cosmological parameters 
                          → establishment of AGN as independent branch of distance ladder  
                          → precise dynamical black hole mass measurements 
                          → constrain peculiar velocities 

• Complementary approach to BAO 

• Direct connection to LSST (dust reverberation mapping), E-ELT (black hole masses)

• Wishlist: (1) sensitivity, (2) simple IR imaging instrument, (3) near-IR survey  
                          → not necessarily longer baselines 
                          → well-performing Fringe Tracker inevitable 

• (4) add optical and spectral resolution  
                          → VLTI a one-stop shop of cosmology and BH masses

Summary: AGN Cosmology



Summary: AGN Cosmology
“This opens up the prospect of extending AGN size and 
distance measurements out to the earliest cosmic times, and 
thus of measuring cosmological properties at distances far 
beyond where supernovae can take us. […]
[W]e may now have to consider whether some of our 
resources should soon be put into building a next 
generation of optical interferometers.”

— Martin Elvis, Harvard CfA, Nature News & Views, 2014

Dust parallax Hubble diagram 2015-2020  
based on 1st gen. instruments


