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Outline

1. Why do we model stellar haloes using collisionless 
simulations? How do we do this + some results!


2. Tests of particle tagging against SPH simulations.


3. In situ (halo) stars



Why particle tagging?

• A fast, efficient way to make detailed predictions for the statistical properties of 
stellar haloes, in a way that directly addresses the link between CDM structure 
formation and photometric and dynamical observations.


• Higher resolution than SPH sims — faintest MW satellites or a 10^15 Msol cluster 
are in reach.


• No need for a supercomputer to try different models (DM simulation + semi-
analytic model of star formation)


• Can make use of galaxy formation codes with physically meaningful parameters 
constrained by statistical observations (e.g. field luminosity functions)


• Good for generating large statistical samples and understanding effect of different 
physical models. However, assumes baryons don’t contribute to gravitational 
potentials!



I: Particle tagging stellar halo models



Stellar haloes from collisionless simulations

2.2.3. Satellite Evolution

The mutual interactions of the satellite particles are calculated
using a basis function expansion code (Hernquist & Ostriker
1992). The initial conditions file for the satellite is allowed to re-
lax in isolation for 10 dynamical times using this code to confirm
stability. For each accretion event a single simulation is run, fol-
lowing the evolution of the relaxed satellite under the influence
of its own and the parent galaxy’s potential, for the time since it
was accreted (as generated by methods in x 2.1.1) along the or-
bit chosen at random from the distribution discussed in x 2.1.2.
(Note that simulations of satellite accretions in static NFW poten-
tials using this code produced results identical to those reported in
Hayashi et al. 2003.)

Using this approach, the satellites are not influenced by each
other, other than through the smooth growth of the parent gal-
axy potential. Nor does the parent galaxy react to the satellite
directly. In order to mimic the expected decay of the satellite or-
bits due to dynamical friction (i.e., the interaction with the parent),
we include a drag term on all particles within two tidal radii
rtide of the satellite’s center, of the form proposed by Hashimoto
et al. (2003) and modified for NFW hosts by Zentner & Bullock
(2003). This approach includes a slight modification to the stan-
dard Chandrasekhar dynamical friction formula (e.g., Binney&
Tremaine 1987). The tidal radius rtide is calculated from the in-
stantaneous boundmass of the satellitemsat, the distance r of the
satellite to the center of the parent galaxy, and the mass of the
parent galaxy within that radius, Mr, as rtide ¼ r(msat/Mr)

1=3.

2.2.4. Increasing Phase-Space Resolution with Test Particles

In this study, we are most interested in following the phase-
space evolution of the stellar material associated with each sat-
ellite. This is assumed to be embedded deep within each dark
matter halo (see x 2.4)—typically only of order 104 of theN-body
particles in each satellite have any light associated with them

at all. In order to increase the statistical accuracy our analysis
we sample the inner 12% of the energy distribution with an
additional 1:2 ;105 test particles. This does not increase the
dynamic range our simulation, but does allow us to more finely
resolve the low surface brightness features we are interested in
with only a modest increase in computational cost: we gain a
factor of 10 in particle resolution with an increase of "25% in
computing time. In this paper, we have used test particles only
in generating the images shown in Figures 13–16.

2.3. Following the Satellites’ Baryonic Component

We follow each satellite’s baryonic component using the ex-
pected mass accretion history of each satellite halo ( prior to fall-
ing into the parent galaxy) in order to track the inflow of gas. The
gas mass is then used to determine the instantaneous star forma-
tion rate and to track the buildup of stars within each halo. The
physics of galaxy formation is poorly understood, and any attempt
tomodel star formation and gas inflow into galaxies (whether semi-
analytic or hydrodynamic) necessarily require free parameters. Our
own prescription requires three ‘‘free’’ parameters: zre, the redshift
of reionization (see x 2.3.1); fgas, the fraction of baryonic material
in the form of cold gas (i.e., capable of forming stars) that re-
mains bound to each satellite at accretion (see x 2.3.2); and t?, the
globally averaged star formation timescale (see x 2.3.3).
In the following subsections we describe how these parame-

ters enter into our prescriptions and choose a value of fgas consis-
tent with observations. In x 3 we go on to demonstrate that the
observed characteristics of the stellar halo (e.g., its mass, and
radial profile) and theMilkyWay’s satellite system (e.g., their num-
ber and distribution in structural parameters) provide strong con-
straints on the remaining free parameters and hence the efficiency
of star formation in low-mass dark matter halos in general.

2.3.1. Reionization

Any attempt to model stellar halo buildup within the con-
text of !CDM must first confront the so-called missing satellite
problem—the apparent overprediction of low-mass halos com-
pared to the abundance of satellite galaxies around the Milky
Way and M31. For example, there are 11 known satellites of the
MilkyWay—nine classified as dwarf spheroidal and two as dwarf
irregulars—yet numerical work predicts several hundred dark
matter satellite halos in a similar mass range (Klypin et al. 1999;
Moore et al. 1999). It is quite likely that our inventory of stellar
satellites is not complete given the luminosity and surface bright-
ness limits of prior searches (as the recent discoveries of the dwarf
spheroidals Ursa Minor and Andromeda IX demonstrate; see
Zucker et al. 2004 and Willman et al. 2005), but incompleteness
is not seen as a viable solution for a problem of this scale (see
Willman et al. 2004 for a discussion).
The simplest solution to this problem is to postulate that only a

small fraction of the satellite halos orbiting the Milky Way host
an observable galaxy. In this work, we solve the missing satel-
lite problem using the suggestion of Bullock et al. (2000), which
maintains that only the "10% of low-mass galaxies (Vmax <
30 km s#1) that had accreted a substantial fraction of their gas
before the epoch of reionization host observable galaxies (see also
Chiu et al. 2001; Somerville 2002; Benson et al. 2002; Kravtsov
et al. 2004). The key assumption is that after the redshift of hy-
drogen reionization, zre, gas accretion is suppressed in halos with
Vmax < 50 km s#1 and completely stopped in halos with Vmax <
30 km s#1. These thresholds follow from the results of Thoul &
Weinberg (1996) and Gnedin (2000), who used hydrodynamic
simulations to show that gas accretion in low-mass halos is indeed
suppressed in the presence of an ionizing background.

Fig. 2.—Energy distribution function of our initial condition dark matter
halo (dM /d!; histogram) along with three example energy distributions for stel-
lar matter, (dM /d!)?, in satellites. The mass-to-light ratio of each particle of en-
ergy ! is assigned based on the ratio of (dM /d!)? to (dM /d!). Energy in this plot
is in units of GM 2

35/2Rhalo. [See the electronic edition of the Journal for a color
version of this figure.]
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and accreted much later, and hence have more extended, lower
level star formation histories. Stars formed in these latter environ-
ments represent a negligible fraction of the stellar halo in all our
models. This is confirmedby the last columnof Table 1,which lists
the percentage contribution of surviving satellites to the total
halo (less than 10% in every case). Note that the contributions of
surviving satellites to the local halo (i.e., within 10–20 kpc of the

Sun), which is the only region of the halo where detailed abun-
dance studies have been performed, are even lower (less than 1%
in every case).

A more quantitative investigation of the consequences of the
difference between the ‘‘accretion age’’ of stars and satellites in
the halo is presented elsewhere (Robertson et al. 2005a; Font
et al. 2005).

Fig. 13.—‘‘External galaxy’’ views for halo realizations 1 (left) and 2 (right). The boxes are 300 kpc by 300 kpc. The blue/white color scale indicates surface
brightness: 23 mag arcsec!2 (white) to 38 magarcsec!2 (dark blue/black), where we have assumed a stellar mass-to-light ratio of 2. The eye picks up lighter blue (middle
of the bar) at about 30 mag square arcsec!2.

Fig. 14.—‘‘External galaxy’’ images for halos 6 (left) and 9 (right). The color codes are the same as those in Fig. 13. A recent disruption has occurred in halo 9 ("1.5Gyr
look-back time) and the residue of this event is seen as the bright plume running from the ‘‘northwest’’ of the halo (upper left) down toward the halo center. The bright
feature just to the ‘‘southwest’’ of halo 9’s center is also associated with the same disruption event.
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FIG. 4.ÈModel RR Lyrae density proÐles compared with the et al. (2000) SDSS data ( Ðlled pentagons) and the power law determined by WettererIvezic"
& McGraw (1996) (thick dotted line). In the top left panel, the thick solid line shows the model proÐle averaged over all halo realizations, and the error bars
reÑect the dispersion in the average from realization to realization. In the other three panels, the thick solid line shows the spherically averaged proÐle for a
single halo realization, and the thin lines show the proÐles obtained using random slices through this realization. The thin dashed lines assume that the RR
Lyrae are perfect standard candles, while the corresponding solid lines include expected errors in the distance determination. The slices are similar in solid
angle and geometry to the strips used to obtain the SDSS measurements (D1¡ wide, 100 deg2 strip).

of the stellar halo (Ivezic et al. 2000). However, the realiza-
tion slice shown in the top right panel shows an equally
sharp edge, even though the average halo proÐle of this
realization is smooth. Our model predicts a gradual
steepening of the halo proÐle at kpc, but althoughr Z 60
surveys in small solid angles should show large count Ñuc-
tuations, the proÐle averaged over the full sky should not
cut o† sharply.

Figures 5 and 6 present a di†erent view of the structure
associated with disrupted satellites, in a form more compa-
rable to the plots of Yanny et al. (2000). Each Ðgure shows a
1¡ wide, randomly oriented, great circle slice through a rea-
lization of the RR Lyrae distribution. The two Ðgures show

stellar halos for di†erent Monte Carlo accretion histories,
one with a total of about 60 tidally destroyed galaxies (Fig.
5), and one with a more quiescent accretion history and
about 20 tidally destroyed galaxies (Fig. 6). This range
roughly covers the scatter in the number of disruption
events expected from galaxy to galaxy. The three concentric
circles indicate galactocentric radii of 25, 50, and 75 kpc. In
both Ðgures, structures associated with the individual dis-
rupted objects become more easily identiÐable at larger
radii.

To make our predictions more quantitative, we present
two simple statistical measures of the halo clumpiness.
Figure 7 shows the probability distribution of model RR
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FIG. 2.ÈDistribution of stripped stars in various radial bins projected on the sky. Each point represents an RR Lyrae star, and the number of stars in each
radial bin, starting in the top left panel, is 11331, 9052, 8237, 7182, 6173, and 5076. These views are centered on the Galactic Center, but shifting to a solar
origin makes no qualitative di†erence.

Lyrae. The Ðlled pentagons show the proÐle computed by
et al. (2000) for their sample of RR Lyrae candidatesIvezic"

obtained from SDSS commissioning data, which covers
roughly a 1¡ wide, 100 deg2 strip of sky. Note that the SDSS
and Wetterer & McGraw proÐles agree well at kpc. At[35
larger radii, however, the SDSS sample shows two signiÐ-
cant deviations from the smooth proÐle : an* P r~3
““ bump ÏÏ in number density at r B 40 kpc and a sharp drop
at kpc. As noted by et al., this structure in ther Z 50 Ivezic"
radial proÐle likely indicates signiÐcant clumpiness of the
stellar halo at these galactocentric radii, and the bump in
particular is associated with an identiÐable coherent struc-
ture containing D70 RR Lyrae within the observed region.

Model predictions are also shown in Figure 4. In the top
left panel, the thick solid line represent the computed RR
Lyrae number density proÐle averaged over all merging

history realizations and the full sky. The error bars on this
line show the dispersion from realization to realization
around this average, demonstrating that stochastic varia-
tions in merger histories lead to a factor of D2 rms varia-
tion in the overall normalization of the predicted halo
density proÐle. In the remaining three panels, the thick lines
show the whole-sky average for a single host halo realiza-
tion. The thin dashed lines in each panel show examples of
density proÐles derived from this realization viewed
through three randomly chosen strips similar in solid angle
and geometry to the strips used to derive the SDSS sample.
The dashed lines can be compared directly to the SDSS
data only under the assumption that RR Lyrae are perfect
standard candles. In order to test whether the mean magni-
tude variation from star to star should signiÐcantly alter the
radial distributions, we assume that RR Lyrae magnitudes

halos whose size is comparable to the galaxy luminous part.
Some of these particles may be DM particles when selected
at high-z, i.e., z ! 1, while when selected at lower redshifts,
once the overdensity regions have reached the same scale of
the luminous parts of galaxies, they will be most likely
tracers of the stellar component and have typical stellar
M/L ratios.

The particles in the N-body simulation that trace the
stellar population are thus selected according to the
following procedure:

1. We measure the local density around each particle at
different redshifts (z ¼ 3, 2, 1, 0.5, 0.25).
2. Then we flag all those particles as tracers of the stellar

mass that are found in a local overdensity of at least 12,000
times the critical density for at least one output redshift.
3. At z # 0:5, we remove all those particles which are in a

12,000 !crit overdensity or in the central part of the cluster,
and that were not marked at any other previous z.

The aim here is to disregard those particles that are situated
in the cluster center at low z but did not belong to any halos
at higher z; therefore, it is unlikely that they trace any stellar
component.

All the particles flagged by this procedure are shown in
Figure 1, and they are overplotted to all the mass-particles
in the simulation in the Virgo-like cluster region. These
flagged particles provide us with a subsample of particles
from the simulation that have spent part of their lives in the
high-density region of at least one halo at z > 0:5 and, as
previously argued, are good tracers of the baryons that
formed stars in these dark halos. Then the division of the
stellar component into galaxies or intracluster regions at
z ¼ 0 can be easily achieved by selecting appropriate fields
in the simulated data.

The surface density distribution of selected particles is
shown in Figure 2. In producing this figure we have used
particles in a cone that was free of obvious subhalo concen-
trations, in order to isolate the smooth component centred
on the BCG. In the inner parts, this surface density profile
closely follows an r1=4 law; this result is similar to that of
Dubinski (1998), which was based on a completely different
treatment of the luminous component. The outer profile in
Figure 2 shows the unrelaxed nature of the intracluster com-
ponent at large radii and suggests that after relaxation
the density in these parts will have an excess of light in
comparison with the r1=4 law.

We have used a simple approach to identify luminous
tracer particles through a density threshold criterion. As
Figures 1 and 2 show, this leads to a realistic stellar mass dis-
tribution. Because in cosmological dark matter halos with
NFW profiles, relatively few stars in the densest regions
come into the centre on elongated radial orbits from large
distances, we expect that a selection based on binding
energy would have produced largely similar results. We
have also neglected the fact that part of the later intracluster
material would be stripped from disks rather than spheroi-
dal components. Material dispersed into intracluster space
from cold components would be dynamically colder, even
though it would have been typically heated by bar forma-
tion prior to stripping. However, even stripped halos are
still cold compared to the cluster velocity dispersion, so they
also produce narrow structures in phase-space. Structures
in phase-space originating from cold components would be
even narrower but would not change our main results.

2.2. The Conversion Factor to ICPNe

Since we want to trace the properties of the ICSP and
compare it with the ICPN surveys, we need to define a

Fig. 1.—Simulated cluster used in our analysis. In gray we show all the
mass particles in the simulation and in black the particles selected according
to the criteria discussed in x 2.
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Fig. 2.—Surface density profile of the selected tracer particles in a cone
free of surrounding subhalos, normalized to the central value; the full line
shows an R1=4 profile fitted to the inner parts. The outer profile indicates
that the particle distribution there is not yet relaxed, and some excess over
the inner profile is present.
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4.2. Clustering Properties of the ICSP

In Figure 9 we show the average spatial 2PCF !ðrÞ for the
RCN1-like fields: it indicates the presence of substructures
in the ICSP. Similar features are found also in F500 and
F600 fields. This evidence is stronger when we compare the
clustering properties of the selected particles with those of
the DMparticles in the same field; in Figure 10 we show that
there is no structure in the DM distribution as !ð"Þ is zero
on all scales. Amajor result of this work is that the substruc-
tures in the ICSP are also evident in the radial velocity dis-
tribution of the ICSP particles in these IC fields, while the
DM particles follow a Gaussian distribution as shown in
Figure 10. From a Kolmogorov-Smirnov test, the velocity
distributions for the ICPS and DM have less than 0.001
probability to come from the same distribution.

4.3. The Degree of Relaxation and Density Environment
of the Selected Particles

An intriguing result from our analysis is that those par-
ticles identified as ICSP tracers are mostly unrelaxed in the
velocity distribution. The most likely interpretation is that
phase-mixing did not act for long enough to erase streamers

or tails produced during galaxy interactions within the clus-
ter. If a stream is produced during encounters, this will live
for a period on the order of several dynamical times, tdyn.
This is a function of the mass density at the location where
the ICSP is evolving and is given by

tdyn ¼

ffiffiffiffiffiffiffiffiffiffiffi
3#

16G$

s

ð1Þ

from Binney & Tremaine (1987), where $ is the mean
density enclosed within the field distance from the center.
Taking a mean of the selected fields at different distances we
obtain tdyn ¼ ð0:3; 0:9; 1:2; 1:7Þ $ 109 yr for fields at
R ¼ ð0:2; 0:4; 0:5; 0:6Þ Mpc, respectively. Phase-mixing
timescales are thus on the order of several gigayears.

In this picture, both the degree of clustering and the
velocity distribution of the ICSP particles give information
on the history and evolution of the ICSP population.
Because timescales for phase-mixing are large in cluster
environments, it is difficult, however, to constrain the for-
mation epoch from such streamers or tails. Perhaps more
reliable constraints on the formation epoch for these struc-
tures may be obtained from the clustering properties which
can be parametrized. Using the spatial 2PCF it is possible to
derive the correlation scales for structures in the ICSP. The
parameters for the best fit of equation (A4) to the !ðrÞ from
RCN1-like, F500, and F600 fields as in Figure 9 are sum-
marized in Table 8. Here % changes to lower values from the
RCN1-like fields to the F500 fields, while the clustering
radius r0 becomes larger from RCN1-like to F500 fields. In
the more distant F600 fields the clustering is quite weak and
only present at smaller scales, as expected for populations of

Fig. 8.—Radial surface density profiles for the ICSP. Surface brightness
(SB) is on the upper panel: filled squares (triangles) are the mean SB values
from the selected fields assuming !B ¼ 5 (!B ¼ 6); open squares are the
estimates from the ICPN data taking into account a 25% contaminants in
the observed ICPN data. Surface mass density (SM) is on the lower panel:
filled squares are the mean SM values from the selected fields, the
continuous line show the total light (i.e., mass particles selected as
stellar tracers) distribution, and the dashed line is the total mass
(luminous+dark).

Fig. 9.—Average spatial 2PCF from the RCN1-like fields from the
simulated cluster. Error bars indicate 1 & confidence, and the solid line is
the best fit to the data. Discussion is in x 4.2.

TABLE 8

Mean Spatial 2PCF outside the cD Halo:
Parameters of the Fits with 1 & Errors

Field %
r0

(kpc)

RCN1 ..................... 1.49% 0.16 50% 5
F500 ....................... 1.35% 0.18 58% 7
F600 ....................... 1.8% 0.9 30% 10
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Bullock, Kratsov & Weinberg 2001

Bullock & Johnston 2005 Napolitano et al. 2003

also recent work on 
BCG assembly

by Chervin Laporte

see Guinevere Kauffmann's review talk



Particle Tagging in a nutshell (following APC et al. 2010)

• Start with a collisionless cosmological simulation.


• Identify haloes, build merger trees



Particle Tagging in a nutshell

• The idea is to select a set of dark matter particles with phase-
space trajectories that can be used as a proxy for newly 
formed stars. 


• These DM particles should at least be tightly bound!



Particle Tagging in a nutshell

• Methods diverge from this point…


• We use energy rank of DM particles (from 
subfind), because we don’t always have 
absolute energies.

Density profile

Rank

Stellar mass 
more bound 
than!
DM particle of 
given rank



Particle Tagging in a nutshell

• Simulation has many snapshots, and many star-forming haloes at each 
snapshot. We tag every halo in which stars form, at every snapshot.


• Tagging at infall produces different results to ‘live’ tagging unless using a 
distribution function-based method.



Particle tagging in action ‘hiding’ in situ stars in the main branch!

www.virgo.ac.uk/shell-galaxies

http://www.virgo.ac.uk/shell-galaxies


Selected Results



The Milky Way halo (tagging Aquarius) 
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The Milky Way halo (tagging Aquarius)  

• MW haloes have individually complex density profiles and some 
dominated by single accretion events.758 A. P. Cooper et al.

Figure 10. Main panel: for satellites that have been stripped to form the
stellar haloes, symbols show the redshift of infall and total mass contributed
to the stellar halo at z = 0 (in the range 3 < r < 280 kpc). Vertical lines
indicate the total mass of each stellar halo in this radial range. The right-
hand y-axis is labelled by lookback time in gigayear. We plot only those
satellites whose individual contributions, accumulated in rank order from
the most significant contributor, account for 95 per cent of the total stellar
halo mass. Satellites totally disrupted by z = 0 are plotted as open circles,
surviving satellites as filled squares (in almost all cases the contributions of
these survivors are close to their total stellar masses; see text). Lower panel:
symbols indicate the approximate masses of bright MW satellites, assuming
a stellar mass-to-light ratio of 2; the Sgr present-day mass estimate is that
given by Law, Johnston & Majewski (2005). The shaded region indicates an
approximate range for the MW halo mass in our halo regime (see e.g. Bell
et al. 2008).

of all surviving satellites (combining all six haloes) that have been
stripped of a given fraction of their mass. Most satellites are either
largely unaffected or almost totally stripped, indicating that the time
spent in an intermediate disrupting state is relatively short.

In Table 2, we give the fraction of mass in the stellar halo that
has been stripped from surviving satellites, fsurv. As previously
stated, this contribution is dominant in haloes Aq-C (67 per cent)
and Aq-D (62 per cent), significant in Aq-A (7 per cent) and Aq-B
(4 per cent), and negligible in Aq-E and Aq-F. Sales et al. (2007b)
find that only ∼6 per cent of stars in the eight haloes formed in the
SPH simulations of Abadi et al. (2006) are associated with a sur-
viving satellite. The lack of surviving satellites may be attributable
to the limited resolution of those simulations; clearly, the num-
ber of ‘survivors’ is sensitive to the lowest mass at which remnant
cores can be resolved. However, Bullock & Johnston (2005), and
the companion study of Font et al. (2006), also conclude that the
contribution of surviving satellites is small (<10 per cent in all of
their 11 haloes and typically <1 per cent). As the resolution of their
simulations is comparable to ours, the predominance of surviving
contributors in two of our haloes is significant.

Bullock & Johnston find that their haloes are built from a similar
(small) number of massive objects to ours (e.g. fig. 10 of Bullock
& Johnston 2005) with comparable accretion times (>8 Gyr), sug-
gesting that there are no fundamental differences in the infall times
and masses of accreted satellites. Notably, Font et al. (2006) observe

Figure 11. Cumulative mass fraction of each stellar halo originating in
satellites of stellar mass less than Msat. Satellite masses are normalized to
the total stellar halo mass Mhalo in each case, as defined in Section 3.3.

Figure 12. Number of surviving satellites (aggregated over all six haloes)
which have lost a fraction, fstripped, of the stellar mass through tidal stripping.
Satellites are divided into three mass bins: massive (purple), intermediate
(dashed orange) and low-mass (dotted black) as quantified in the legend. The
leftmost bin (demarcated by a vertical line) shows the number of satellites
that have not suffered any stellar mass loss.

that no satellites accreted >9 Gyr ago survive in their subsample
of four of the Bullock & Johnston haloes, whereas we find that
some satellites infalling even at redshifts z > 2 may survive (see
also Fig. 16). The discrepancy appears to stem from the greater re-
silience of satellites accreted at z > 1 in our models, including some
which contribute significantly to the stellar haloes. In other words,
our model does not predict any more late-infalling contributors
than the models of Bullock & Johnston. The more rapid disruption
of massive subhaloes in the Bullock & Johnston models may be

C⃝ 2010 The Authors. Journal compilation C⃝ 2010 RAS, MNRAS 406, 744–766
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Galactic stellar haloes in the CDM model 759

attributable to one or both of the analytic prescriptions employed
by those authors to model the growth of the DM halo and dynamical
friction in the absence of a live halo. It is also possible that the rela-
tion between halo mass and concentration assumed in the Bullock
& Johnston model results in satellites that are less concentrated than
subhaloes in the Aquarius simulations.

Current observational estimates (e.g. Bell et al. 2008) imply that
the stellar halo of the Milky Way is intermediate in mass between
our haloes Aq-C and Aq-D; if its accretion history is, in fact, qual-
itatively similar to these many-progenitor haloes, Fig. 10 implies
that it is likely to have accreted its four or five most significant con-
tributors around z ∼ 1–3 in the form of objects with masses similar
to the Fornax or Leo I dwarf spheroidals. Between one and three of
the most recently accreted, and hence most massive contributors,
are expected to retain a surviving core, and to have a stellar mass
comparable to Sagittarius (Msgr ∼ 5 × 108 M⊙ or ∼50 per cent of
the total7 halo mass, infalling at a lookback time of ∼5 Gyr; Law,
Johnston & Majewski 2005). It is also possible that the Canis Major
overdensity (with a core luminosity comparable to that of Sagittar-
ius; Martin et al. 2004) associated with the low-latitude Monoceros
stream (Newberg et al. 2002; Yanny et al. 2003; Ibata et al. 2003)
should be included in the census of ‘surviving contributors’ (al-
though this association is by no means certain; e.g. Mateu et al.
2009). Therefore, the picture so far established for the Milky Way
appears to be in qualitative agreement with the presence of surviving
cores from massive stellar halo contributors in our simulations.

4.3 Bulk halo properties and observables

4.3.1 Distribution of mass

In Fig. 13, we show the spherically averaged density profiles of halo
stars (excluding material bound in surviving satellites, but making
no distinction between streams, tidal tails or other overdensities,
and a ‘smooth’ component). The notable degree of substructure
in these profiles contrasts with the smooth DM haloes, which are
well fitted by the Einasto profiles shown in Fig. 13. As discussed
further below, this stellar substructure is due to the contribution
of localized, spatially coherent subcomponents within the haloes,
which are well resolved in our particle representation.

The shapes of the density profiles are broadly similar, showing
a strong central concentration and an outer decline considerably
steeper than that of the DM. We overplot in Fig. 13 an approximation
of the Milky Way halo profile (Bell et al. 2008) and normalization
(Fuchs & Jahreiß 1998; Gould, Flynn & Bahcall 1998). The gross
structure of our three many-progenitor haloes Aq-A, Aq-C and
Aq-D can be fit with broken power-law profiles having indices
similar to the Milky Way (n ∼ −3) interior to the break. Bell et al.
(2008) note that their best-fitting observational profiles do not fully
represent the complex structure of the halo, even though they mask
out known overdensities (our fits include all halo substructure). Our
fits decline somewhat more steeply than the Bell et al. data beyond
their break radii. We suggest that the Milky Way fit may represent
variation at the level of the fluctuations seen in our profiles, and that
an even steeper decline may be observed with a representative and

7Both the Sagittarius and Milky Way halo stellar mass estimates are highly
uncertain; it is unclear what contribution is made by the Sgr debris to esti-
mates of the halo mass, although both the stream and the Virgo overdensity
were masked out in the analysis of Bell et al. (2008) for which a value of
∼3 × 108 M⊙ in the range 3 < r < 40 kpc was obtained from a broken
power-law fit to the remaining ‘smooth’ halo.

Figure 13. Spherically averaged density profiles for our six stellar haloes
(shown as thin lines below the κ = 7 radius of Navarro et al. 2010, at
which the circular velocity of the DM halo has converged to an accuracy of
1 per cent). Arrows mark the break radii of broken power-law fits to each
profile. Dashed lines show Einasto profile fits to the corresponding DM
haloes (Navarro et al. 2010). Grey vertical lines demarcate our outer halo
region (dotted) and the solar neighbourhood (solid); coloured vertical bars
indicate r200 for the dark haloes. For reference, we overplot representative
data for the Milky Way (orange): estimates of the halo density in the solar
neighbourhood (symbols) from Gould et al. (1998, square) and Fuchs &
Jahreiß (1998, circle), and the best-fitting broken power law of Bell et al.
(excluding the Sagittarius stream and Virgo overdensity).

well-sampled tracer population to >100 kpc (For example, Ivezić
et al. (2000) find a sharp decline in counts of RR Lyr stars beyond
∼60 kpc.). In contrast with the many-progenitor haloes, two of our
few-progenitor haloes (Aq-B and Aq-E) have consistently steeper
profiles and show no obvious break. Their densities in the solar shell
are none the less comparable to the many-progenitor haloes. Aq-F
is dominated by a single progenitor, the debris of which retains a
high degree of unmixed structure at z = 0 (see also Fig. 15).

We show projected surface-brightness profiles in Fig. 14. As with
their three-dimensional counterparts, two characteristic shapes dis-
tinguish the many- and few-progenitor haloes. The few-progenitor
haloes are centrally concentrated and well fit in their innermost
∼10 kpc by Sersic profiles with 1.5 < n < 2.2. Beyond 10 kpc,
extended profiles with a more gradual rollover (described by Ser-
sic profiles with n ∼ 1 and 25 < reff < 35 kpc) are a better fit
to the many-progenitor haloes. In their centres, however, the many-
progenitor haloes display a steep central inflection in surface bright-
ness. As a consequence of these complex profiles, Sersic fits over
the entire halo region (which we defined to begin at 3 kpc) are not
fully representative in either case. To illustrate this broad dichotomy
in Fig. 14, Sersic fits to a smoothly growing halo (Aq-C) beyond
10 kpc and a few-progenitor halo (Aq-E) interior to 10 kpc are
shown. Abadi et al. (2006) found the average of their simulated stel-
lar haloes to be well-fit by a Sersic profile (n = 6.3, reff = 7.7 kpc)
in the radial range 30 < r < 130 kpc, which we show as an orange
dashed line in Fig. 14. This profile is close to the ‘mean’ profile of
our halos A, C and D interior to 30 kpc (neglecting the significant
fluctuations and inflections within each individual halo in Fig. 14),
but does not capture the sharp decline of our haloes at radii beyond

C⃝ 2010 The Authors. Journal compilation C⃝ 2010 RAS, MNRAS 406, 744–766
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Figure 9. Heliocentric sky map similar to Fig. 7, but showing the power-law density slope (top) and surface number density (bottom) of all stars in our mock
catalogue with galactocentric distance 20 < rg < 80 kpc. Bound satellites and other overdensities have not been excised. Black solid circles mark subhaloes
that host satellites, with the angular size of circle equal to 10 times the half-mass radius of the subhalo as viewed from our fiducial solar position.

5.2 Tracer distribution over the sky

It has been proposed that localized variations in the mix of stellar
populations may provide a method for discovering new stellar struc-
tures in the Milky Way halo (e.g. Ibata et al. 2007; McConnachie
et al. 2009). Significant fluctuations in the ratio of BHB to MSTO
stars have been found in the stellar halo (Bell et al. 2010). Some of
these, such as the ‘low-latitude stream’ are almost devoid of BHB
stars, while other structures are rich in them. The Sagittarius tidal
stream even shows a variation in the BHB/MSTO ratio along its
extent (Bell et al. 2010), possibly related to a variation in mean
metallicity that has been interpreted as the result of a population

gradient in the progenitor dwarf galaxy (e.g. Chou et al. 2007). In
this section, we perform a similar test with the BHB, MSTO and K
giant samples from our mock catalogues and attempt to understand
the origin of the differences.

The simplest test is to search for variations by comparing sky
maps of the projected map for our different tracers as seen by a
hypothetical observer located on the solar circle. Fig. 12 (left-hand
column) shows a number of such maps for the Aq-C halo. (Aq-D
and Aq-B show similar features; to avoid repetition we focus on Aq-
C only.) It contains many clearly defined streams that are visible
in all the tracers. What is most interesting, however, is that there

MNRAS 446, 2274–2290 (2015)
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Figure 12. The distribution of different stellar tracers over the sky for the Aq-C stellar halo as seen by our fiducial heliocentric observer. The Galactic Centre
is at the centre of the map and the disc plane is oriented along the equator. Stars within 20 kpc of the galactic centre have been excluded. Left: the projected
logarithmic number of BHBs, K giants and MSTO stars. Right: the ratio of K giants/BHBs, MSTO/BHBs and MSTO/K giant stars.

data. In this paper, we have used the Aquarius simulations to make
mock catalogues of galactic stellar haloes that can be used to help
interpret data from upcoming surveys such as those to be carried out
by the Gaia mission. However, there is no reason why this technique
could not be applied to other simulations of both smaller haloes,
such as dwarfs, or larger haloes, such as clusters.

Using our mock catalogues we carried out simple analyses to
explore whether current observations of the Milky Way halo provide
an accurate picture. We have found that:

(i) The accreted stellar halo is mainly built up from a few massive
objects. Those that are in early stages of disruption still maintain

a coherent structure and are locally concentrated. They dominate
the spherically averaged density profile at their corresponding radii.
Since the overall density profile is so sensitive to these few sub-
structures it provides limited information about the structure of the
underlying dark matter halo. Instead, it tells us more about the re-
cent accretion history (Deason et al. 2013). Three of the five haloes
we have investigated show clear breaks in their spherically aver-
aged density profiles while two are well described by a power law.
In our model, these breaks have nothing to do with the distinction
between accreted and in situ components, as has often been claimed
for the Milky Way halo. Rather, they are produced by the accretion
of satellites, although not necessarily by a single one.
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Figure 6. Median profiles of circularly averaged stellar mass surface density, ⌃?, for accreted stars (red dashed lines) and in situ stars (red dotted lines), in
logarithmic bins of dark halo virial mass (range of log

10

M
200

/M� and number of galaxies per bin are shown in the top right of each panel). A blue solid
line shows the median profile for f

mb

= 1% combining accreted and in situ components; a light blue region indicates the 10–90 per cent scatter of the median
profile. Arrows indicate half-mass radii of the median profiles (from left to right, in situ stars, all stars and accreted stars). Grey lines (dotted, dashed and solid)
reproduce the corresponding red and blue lines from the 12.5 < log

10

M
200

/M� < 13.0 panel. A purple line and pink shading show the median dark
matter density profile and its 10–90 per cent range. A black horizontal bar shows the range of R

200

in each mass bin, and a vertical dotted black line indicates
the effective softening scale 2.8✏. The scale on the right of the lower central panel gives an approximate conversion from ⌃? to surface brightness (in Vega
magnitudes per square arcsecond) for the Johnson-Cousins V band, assuming ⌥V = M?/LV = 2.5.
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Figure 7. Average stellar mass surface density profiles as in Fig. 6 for our 100 least massive haloes (left) and 100 most massive haloes (centre) with f
mb

= 1%,
and our 100 least massive haloes with f

mb

= 10% (right). Legends indicate the corresponding range of log

10

M
200

/M�. Grey lines show our simulation
results, red lines show Sèrsic model fits to the accreted (dashed) and in situ (dotted) components, which overplot the simulation data almost everywhere.
From left to right, the Sèrsic parameters of the accreted star fits are [log

10

⌃

50

/M� kpc

�2, R
50

/kpc, n] = [5.31, 10.4, 2.56], [7.21, 24.6, 3.64] and
[5.37, 10.1, 2.96]. The in situ star fits are [9.00, 2.3, 0.79], [7.96, 5.5, 1.90] and [8.21, 5.4, 0.88].
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Figure 4. Derived relation between stellar mass and halo mass. The light shaded
area shows the 1σ region while the dark and light shaded areas together show
the 2σ region. The upper panel shows the SHM relation, while the lower panel
shows the SHM ratio.

mainly the slope of the low mass end of the SMF, it is strongly
related to the parameter α of the Schechter function. A small
value of β corresponds to a high value of α.

If we change γ , this mainly impacts the slope of the massive
end of the SMF. For larger values of γ than for its best-fit value,
the slope of the massive end becomes steeper. As γ affects
mainly the slope of the massive end of the SMF, it is not coupled
to a parameter of the Schechter function though it is related to
the high-mass cutoff, assumed to be exponential in a Schechter
function.

Figure 5 shows the contours of the two-dimensional proba-
bility distributions for the parameters pairs. We see a correlation
between the parameters [M1, γ ] and [(m/M)0, γ ] and an anti-
correlation between [β, γ ], [β,M1], and [(m/M)0,M1]. There
does not seem to be a correlation between [β, (m/M)0].

4.5. Introducing Scatter

Up until now we have assumed that there is a one-to-one,
deterministic relationship between halo mass and stellar mass.
However, in nature, we expect that two halos of the same mass M
may harbor galaxies with different stellar masses, since they can
have different halo concentrations, spin parameters, and merger
histories.

For each halo of mass M, we now assign a stellar mass m
drawn from a lognormal distribution with a mean value given
by our previous expression for m(M) (Equation (2)), with a
variance of σ 2

m. We assume that the variance is a constant for
all halo masses, which means that the percent deviation from
m is the same for every galaxy. This is consistent with other

Figure 5. Correlations between the model parameters. The panels show contours
of constant χ2 (i.e., constant probability) for the fit including constraints from
the SMF only. The parameter pairs are indicated in each panel.

Table 2
Fitting Results for Stellar-to-halo Mass Relationship

log M1 (m/M)0 β γ χ2
r (Φ) χ2

r (wp)

Best fit 11.899 0.02817 1.068 0.611 1.42 4.21
σ + 0.026 0.00063 0.051 0.012
σ− 0.024 0.00057 0.044 0.010

Notes. Including scatter σm = 0.15. All masses are in units of M⊙.

halo occupation models, SAMs and satellite kinematics (Cooray
2006; van den Bosch et al. 2007; More et al. 2009b).

Assuming a value of σm = 0.15 dex and fitting the SMF only,
we find the values given in Table 2. These values lie within the
(2σ ) error bars of the best-fit values that we obtained with no
scatter. The largest change is on the value of γ , which controls
the slope of the SHM relation at large halo masses. The SMF
and the projected CFs for the model including scatter are shown
in Figures 1 and 2, respectively, and show very good agreement
with the observed data.

In Figure 6, we compare our model without scatter with the
model including scatter. We have also included the relation
between halo mass and the average stellar mass. Especially
at the massive end scatter can influence the slope of the SMF,
since there are few massive galaxies. This has an impact on γ
and as all parameters are correlated scatter also affects the other
parameters. We thus see a difference between the model without
scatter and the most likely stellar mass in the model with scatter
in Figure 6.

Moster et al. 2010
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Figure 10. As Fig. 6. The surface density profiles in each bin of halo mass for f
mb

= 1% only are shown in grey, and compared with observational data (and
other simulations) given in Table 1. The assignment of galaxies to halo mass bins for the observational data is approximate.

Table 1. Surface mass density profile data shown in Fig. 10. From left to right, columns give: the range of halo mass to which the data (or simulations) are
compared (log

10

M
200

/M�, corresponding to panels in Fig. 10); the target galaxy or galaxies; the source of the data; the symbol or line style used in Fig. 10;
the photometric bandpass of the data; the stellar mass-to-light ratio we have assumed (where the original authors do not present their results in terms of stellar
mass surface density); and comments on the data (LTG: late type galaxy).

Halo mass Galaxies Reference Marker Band M?/L Comments
[12.0, 12.5] M81 Barker et al. (2009) Orange squares V 2.5 LTG

M31 Gilbert et al. (2009) Orange circles V 2.5 LTG
M31 Courteau et al. (2011) Cyan line I 1.5 LTG, composite profile from various sources
NGC 1087 Bakos & Trujillo (2012) Blue squares ugriz – LTG, ⌃? from authors
NGC 7716 Bakos & Trujillo (2012) Red squares ugriz – LTG, ⌃? from authors
NGC 2403 Barker et al. (2012) Magenta squares V 2.5 LTG
GIMIC Font et al. (2011) Green dashes V 2.5 Stack of ⇠ 400 simulated LTGs

[13.0, 13.5] LRG stack Tal & van Dokkum (2011) Magenta line r 2.0 Stack, N = 42579, hzi ⇠ 0.34

OBEY sample van Dokkum et al. (2010) Black line r 2.0 Sèrsic profile fit to stacked Tal et al. (2009) data
[13.5, 14.0] NGC 6173 Seigar, Graham & Jerjen (2007) Blue line R 2.0 BCG, Abell 2197

UGC 9799 Seigar et al. (2007) Dark green line R 2.0 BCG, Abell 2052
NGC 3551 Seigar et al. (2007) Orange line R 2.0 BCG, Abell 1177
GIN 478 Seigar et al. (2007) Purple line R 2.0 BCG, Abell 2148
NGC 4874 Seigar et al. (2007) Light green line R 2.0 BCG, Coma cluster
M87 Kormendy et al. (2009) Red line V 2.5 BCG, Virgo cluster
BCG stack Zibetti et al. (2005) Black squares i 1.5 Stack of SDSS MaxBCG clusters, richness > 15

ual cases it does not correspond perfectly to a separation between
two-component and quasi-power-law profiles in our tagged particle
model.

5 COMPARISON WITH LITERATURE DATA

In Fig. 10 we compare the surface density profiles shown in Fig. 6
(binned by M

200

) with deep observational data from a variety of
sources (summarised in Table 1). We do this to illustrate the va-
riety of different surface density profiles that have been reported
in the literature, rather than to match any particular observation.
In most cases our choice of an M

200

bin for each observational
dataset is based on the observed stellar mass (e.g. Guo et al. 2010;
Moster et al. 2010) and is thus very rough. Where authors have
presented their data in terms of stellar mass surface density, we
use their values directly. Otherwise, since we find that all but our
lowest–mass simulated galaxies have very shallow M?/L gradi-
ents at R > 10 kpc, we assume a galaxy-wide M?/L appropriate

to each bandpass (listed in Table 1, based on the ages and metal-
licities of our simulated stars and the models of Bruzual & Charlot
2003 with a Chabrier 2003 IMF). There are many systematic dif-
ferences between these datasets (including photometric bandpass,
surface brightness dimming corrections, K-corrections, cosmology
and in some cases, the choice of IMF). We have attempted to cor-
rect for these differences where necessary. Such corrections amount
to less than 0.1 dex in most cases.

In the halo mass range 12.0 < log

10

M
200

/M� < 12.5 we
show data from galaxies comparable to the Milky Way and M31
(M

200

⇠ 10

12

M�, e.g. Watkins et al. 2010). The composite I band
profile of M31 from Courteau et al. (2011, cyan line) agrees well
with the average profile of accreted stars in our model (dashed grey
line) for R . 50 kpc. At R > 100 kpc Courteau et al. find a higher
surface density than our model; this portion of their profile is based
on the individual fields of Gilbert et al. (2009; orange dots), some
of which may contain substructure. The galaxies M81 (Barker et al.
2009), NGC 2403 (M? ⇠ 10

10

M�; Barker et al. 2012), NGC 1087

c� 2013 RAS, MNRAS 000, 1–21

See APC. et al. (2013) for citations to the data
Compared to individual observations

see Richard d’Souza’s talk 
for comparison with SDSS stacking

SPLASHGIMIC



Massive galaxy clusters (tagging Phoenix)  

�
1500

�
1000

�
500 0

500

1000

1500

X [kpc]

C
E

D

�
1500

�
1000

�
500 0

500

1000

1500

X [kpc]

A
F

B

1500

1000

500

0

500

1000

1500

Y
[kp

c]

�
1500

�
1000

�
500 0

500

1000

1500

X [kpc]

H

1500

1000

500

0

500

1000

1500

Y
[kp

c]

G

1500

1000

500

0

500

1000

1500

Y
[kp

c]

I

3
4

5
6

7
8

9

log
1
0

⌃
? /M

�
kp

c �
2

BCG/ICL surface photometry in ⇤CDM 5

�1500

�1000

�500

0

500

1000

1500

Y
[k

p
c]

C E D

�1500

�1000

�500

0

500

1000

1500

Y
[k

p
c]

A F B

�15
00

�10
00

�50
0 0

50
0

10
00

15
00

X [kpc]

�1500

�1000

�500

0

500

1000

1500

Y
[k

p
c]

H

�15
00

�10
00

�50
0 0

50
0

10
00

15
00

X [kpc]

G

�15
00

�10
00

�50
0 0

50
0

10
00

15
00

X [kpc]

I

2 3 4 5 6 7 8 9

log10 ��/M� kpc�2

Figure 1. Projected 3 ⇥ 3 Mpc images of the Phoenix clusters centred on their BCGs. M

200

increases from left to right and top to bottom. The white dashed
line shows R

200

(outside the image for Ph-I). The viewing angle is chosen randomly. Colours correspond to stellar mass surface density on a log

10

scale.
Particles are smoothed by a cubic spline kernel scaled by the density of their 64 nearest neighbours. ‘Hot spots’ are individual cluster galaxies; only very small
scale density fluctuations are due to shot noise. The brightest galaxies are surrounded by extensive diffuse envelopes of tidal debris.

4 SURFACE DENSITY/BRIGHTNESS PROFILES

4.1 Phoenix clusters

Fig. 3 shows ⌃?(R), the azimuthally averaged5 stellar mass surface
density of stars associated with the BCG in each Phoenix cluster at

5 Throughout this paper we only consider profiles in circular apertures.
Both Zibetti et al. (2005) and Seigar et al. (2007) find that changes in the

z = 0, according to the definition in Section 1, i.e. all stars tagged
to DM particles bound to the potential well of the cluster’s dark
matter halo but not to any of its subhaloes.

Although our clusters span a factor of 4 in M
200

, their central

profile of BCG ellipticity and position angle do not correspond directly to
inflections in the surface brightness profile.

c� 2011 RAS, MNRAS 000, 1–22
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Figure 3. Surface density profiles of BCG stars in Phoenix clusters A–I (solid lines; simulations are ordered by M

200

). Dotted lines show the profiles for in
situ stars only and dot-dashed lines plot the surface density of the best-fit NFW dark matter profile out to the virial radius (Gao et al. 2012).. Filled and open
circles mark the half-mass radii of the total and in situ profiles respectively (R

50

). A vertical grey dashed line indicates the simulation softening length. The
right-hand axis gives an approximate conversion of ⌃? to V -band surface brightness, assuming M?/LV = 2.5. Clusters of similar mass have similar profiles,
with accreted stars dominating at almost all radii.

galaxies have remarkably similar ⌃?(R) profiles. The cluster-to-
cluster range in surface density across our sample is ⇠ 0.5 dex at
almost all radii (and considerably less if Ph-I is excluded). Stochas-
tic variations in individual profiles obscure any trend of profile
shape with M

200

, particularly for our most massive haloes; there is
a weak trend of amplitude consistent with the expected correlation
between M? and M

200

(see table 1). The central surface density
(R < 10 kpc) is notably lower in Ph-A (the oldest cluster) and an
order of magnitude higher in Ph-H (the second youngest, which has
a complex core structure). These differences hold for different ran-
dom choices of projection, because projection effects are generally
smaller than the scatter between our clusters. The largest differ-
ences between clusters and between different projections for any
given cluster are at R < 10 kpc, where neglecting the gravity of
baryons makes our model less reliable in any case.

Accreted stars dominate over in situ stars (dotted lines) at al-
most all radii, including the most luminous central regions of the
BCG – the notable exceptions are Ph-A and Ph-F (the two oldest
clusters) in which the ratio is almost 1 : 1 within R < 5 kpc. This
dominance of accreted stars at all radii distinguishes BCGs in very
massive clusters from those in haloes of M

200

. 10

14

M�, where
in situ stars typically dominate within ⇠ 10 kpc at z = 0 (see C13)
and influence the total surface brightness profile significantly out to
⇠ 30 kpc. It is also notable that the profiles of in situ stars in Fig. 3
typically have a similar shape to the total light profile – C13 found
that this is not the case in less massive haloes. This indicates in situ
stars and accreted stars are relatively well-mixed in the BCGs of
massive clusters.

Our BCGs are an order of magnitude more massive than those
studied at comparable resolution by C13. Their half-mass radii
(R

50

; see table 2) nevertheless lie on an extrapolation of the trend
shown in C13 for early-type galaxies above ⇠ 10

11.3
M�, suggest-

ing no further steepening of this relation in the regime where size
growth is dominated by accretion. This behaviour agrees roughly
with the observed relations of Guo et al. (2009) and Bernardi et al.
(2012), although our BCGs are ⇠ 0.2 dex larger at a fixed stellar

mass compared to an extrapolation of the SerExp relation preferred
by Bernardi et al.. At the resolution of Phoenix, excluding stars
from sub-resolution haloes does not affect this result significantly.

4.2 Comparison to observations

We now compare the amplitude and shape of our simulated BCG
surface brightness profiles to observations. There are many deep
BCG surface brightness profiles in the literature, covering a wide
range of galaxy and halo masses (Schombert 1986, 1988; Uson
et al. 1991; Mackie et al. 1990; Graham et al. 1996; Gonzalez et al.
2005; Patel et al. 2006; Krick et al. 2006; Krick & Bernstein 2007;
Seigar et al. 2007; Bildfell et al. 2008; Donzelli et al. 2011). How-
ever, the majority of these are likely to correspond to clusters much
less massive than those in the Phoenix sample. C13 found that the
shape and amplitude of surface brightness profiles simulated with
our technique are strongly correlated with M

200

. A shallow M?–
M

200

relation means that comparison at fixed M? introduces con-
siderable scatter to these trends. Therefore, we choose observed
clusters for comparison according to estimates of the total mass en-
closed within particular contours of overdensity (e.g. 500 times the
critical density of the universe, denoted M

500

).
The precision of most cluster mass measurements is likely

to be no better than ⇠ 25 per cent and the absolute calibration
can vary by even more between different studies (see Rozo et al.
2014 and Applegate et al. 2014 for recent discussions). Neverthe-
less, they become increasingly accurate for massive clusters where
a variety of estimators can be applied, to the point where they are
likely more reliable than surface brightness limited M? measure-
ments for BCGs. Moreover, cluster mass estimates are usually in-
dependent of the BCG surface photometry we wish to compare with
(this is not the case for stellar masses; e.g. Bernardi et al. 2013). We
obtain aperture mass measurements from the MCXC catalogue of
Piffaretti et al. (2011), who standardised heterogeneous X-ray lu-
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Figure 4. Envelope of simulated surface brightness profiles in Phoenix
(grey region) and Millennium II (13.8 < log

10

M

500

/ M� < 14.0,
pink region) compared to observations in the Cousins I band from Gon-
zalez et al. (2005, +0.429 mag to convert to AB, corrected for (1 + z)

4

SB dimming). The black dashed line shows one random projection of
the least massive Phoenix cluster, Ph-C, for reference. The legend indi-
cates Abell catalogue (A: North, S: South) and, in parenthesis, the MCXC
log

10

M

500

value from Piffaretti et al. (2011). Squares with error bars
show the stacked BCG profile of Zibetti et al. (2005) in the SDSS i band
(assuming i�I = 0.1 mag). The shape and amplitude of simulated profiles
and their trend with M

500

agree well with these data.

minosity data to create a single catalogue of self-consistent M
500

estimates.
In Fig. 4 we show I-band surface brightness6 pro-

files from the catalogue of Gonzalez et al. (2005). Match-
ing against MCXC yields 10 BCGs in common, of which 3
have log

10

M
500

/ M� > 14.5. Our least massive Phoenix halo
is Ph-C (profile shown by a black dashed line) which has
log

10

M
500

/ M� = 14.9. The envelope of the Phoenix profiles
is indicated by a grey shaded region. The Gonzalez et al. (2005)
profiles have similar amplitude to one another at 10 kpc, ⇠
1 mag arcsec

�2 below the mean of our simulations but within the
lower envelope. The data have a weak trend towards steeper slopes
at lower M

500

, such that only the most massive (e.g. Abell 1651,
Abell 3112) have shapes in good agreement with the simulations.
The steeper slope and lower amplitude of profiles from less mas-
sive BCGs is, however, in good agreement with the 16 clusters of
mass 13.8 < log

10

M
500

/ M� < 14.0 simulated with the same
technique by C13 (pink shaded region). We conclude that our mod-
els are consistent with the Gonzalez et al. (2005) data; that these

6 In Figs. 4, 5 and 6, surface brightness is obtained by applying the
Bruzual & Charlot (2003) population synthesis model to the star for-
mation history of each tagged particle, assuming a universal Chabrier
(2003) IMF and instantaneous recycling with parameters given in Guo
et al. (2011). The resulting spectral energy distribution is then con-
volved with an appropriate transmission curve to determine the mass-
to-light ratio of the particle in the relevant band.
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Figure 5. Comparison to observations in the R

c

band from Donzelli et al.
(2011, converted from Vega to AB by adding 0.117 mag and corrected for
SB dimming). Shaded areas (green and yellow) are envelopes of best fit
profiles for BCGs with MCXC masses 14.6 < log

10

M

500

/ M� < 14.7

(4 galaxies, green) and 14.7 < log

10

M

500

/ M� < 14.8 (7 galaxies,
yellow). Two galaxies in the lower interval, (A0534 and A2256), have ex-
tremely concentrated profiles; we show these individually, with thinner lines
where the fits are extrapolated. Abell 2029 (red line) is the only galaxy in
Donzelli et al. (2011) with an MCXC mass log

10

M

500

/ M� > 14.8.
The Phoenix simulations also agree well with these data, except for the two
outliers (compare Fig. 4).

data lie below the median of the simulations in Fig. 4 is simply
because the Phoenix haloes have systematically higher M

500

.
Fig 4 also shows data from Zibetti et al. (2005), who stacked

SDSS i-band images of z ⇠ 0.25 BCGs to derive an av-
erage surface brightness profile. These data are in agreement
with the individual profiles of Gonzalez et al. (2005) for masses
log

10

M
500

/ M� . 14.2 and with our Millennium II results. As
noted in C13, this is consistent with estimates of the mean halo
mass of the Zibetti et al. (2005) sample based on richness (Rozo
et al. 2009).

Fig. 5 presents a similar comparison to the Cousins R-band
data of Donzelli et al. (2011), published as either one- or two-
component fits to regions µRc > 24.5 mag arcsec

�2. Yellow and
green shaded regions show the envelope of best-fit profiles for
BCGs in this sample that can be matched to the MCXC catalogue
in the mass ranges 14.6 < log

10

M
500

/ M� < 14.7 (4 galaxies)
and 14.7 < log

10

M
500

/ M� < 14.8 (7 galaxies) respectively.
These agree well with the Phoenix halos in the range of µRc used
for the fit. Three galaxies from Donzelli et al. (2011) are plotted
individually. Abell 2029 (red line) is the only cluster in Donzelli
et al. matched to an MCXC cluster with log

10

M
500

/ M� > 14.8.
This most massive BCG agrees particularly well with our simula-
tions. The fits for Abell 543 and Abell 2256 are very different to
the other halos in their M

500

range, suggesting either that those
clusters are atypical, that there are issues with their photometry in

c� 2011 RAS, MNRAS 000, 1–22
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Figure 12. Stellar mass of central galaxies in our models (with no sepa-
ration of ICL) within R

200

, as a fraction of the total stellar mass within
R

200

(this total mass includes all satellite galaxies). Filled star symbols
correspond to the individual Phoenix haloes with our fiducial model that
includes stars from sub-resolution semi-analytic halos in the BCG+ICL.
Orange points show galaxies in Millennium II from C13; individual haloes
of M

200

> 10

13.5
M� are highlighted with orange star symbols. Orange

lines show the median (solid) and 10–90 per cent range (dashed) of the Mil-
lennium II data. Grey points show observational data from Gonzalez et al.
(2007, squares, assuming M?/L = 3.6), Zibetti et al. (2005, cross) and
McGee & Balogh (2010, diamond). Arrows indicate measurements in an
aperture of R < R

200

, hence upper limits. Grey lines show the median and
10–90 per cent range for the model of Purcell et al. (2007).

tor and is concentric with the BCG. The choice of the BCG can be
ambiguous during cluster mergers. When several BCG candidates
lie near the centre of a unrelaxed cluster, as in Ph-B and Ph-G, their
envelopes may be much larger than their separation and hence the
projected centroid of the diffuse light might not correspond to any
of the brightest galaxies.

6 ICL FRACTION

The fraction of the stellar mass of a cluster made up by intracluster
stars has been studied by many authors (e.g. Thuan & Kormendy
1977; Bernstein et al. 1995). This measurement depends sensitively
on the nature of the BCG and ICL density distribution. Recent ob-
servational estimates of the ‘ICL fraction’ range from 10 to 50 per
cent (Gonzalez et al. 2007; McGee & Balogh 2010; Sand et al.
2011). This wide range may be the result of lumping together very
different sample selections (cluster and galaxy masses) and def-
initions of ICL, alongside scatter caused by observational uncer-
tainties and stochastic variations between clusters (as discussed by
Lin & Mohr 2004). We compare our simulations with Zibetti et al.
(2005) and Gonzalez et al. (2007), because both these studies are
based on large, well-defined samples of galaxies and do not depend
strongly on assumptions about the nature or distribution of the ICL
component.
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Figure 13. Surface mass density fraction of stars in the BCG (subdivided
into accreted and in situ) and satellites, for haloes Ph-C (top) and Ph-G
(middle). Crosses show the measurement of ICL mass fraction by Zibetti
et al. (2005). Satellite stars account for most of the stellar mass beyond
0.1 R

200

and a large fraction at smaller radii. The lower panel compares
to one of the Aquarius Milky Way-mass halos (Aq-C), in which the central
galaxy and its stellar halo dominate out to 0.5 R

200

.

Fig. 12 plots data from Gonzalez et al. (2007), who measured
the ratio between the combined mass of the BCG and ICL (which
we call M?BCG

) and the total stellar mass within R
200

, M?,200

(this includes stars in satellite galaxies)10. Our Phoenix cluster sim-
ulations cover a range 15 < M?BCG

/M?,tot < 40 per cent and
therefore agree well with the spread of the Gonzalez et al. data at
comparable M

200

. If stars associated with sub-resolution haloes are
treated as bound to satellites rather than the BCG, the Phoenix BCG
stellar mass fractions are reduced by . 0.2 dex.

Gonzalez et al. find a trend with M
200

, such that the BCG and
its stellar halo account for ⇠ 50 per cent of the total stellar mass
at M

200

⇠ 10

13.5
M� (although see Balogh et al. 2008). McGee

& Balogh (2010) obtained a similar value based on observations
of intergalactic supernovae in galaxy groups (M

200

⇠ 10

13.5,
black circle; see also Gal-Yam et al. 2003; Sand et al. 2011). Zi-
betti et al. (2005) found a mass fraction of 33 per cent in haloes
of average mass ⇠ 7 ⇥ 10

13

M�. These measurements are for

10 We are grateful to A. Gonzalez for providing measurements in an aper-
ture of R

200

rather than R

500

as given in Gonzalez et al. (2007); halo
masses have been scaled assuming an NFW concentration of 5, hence by a
factor M

200

/M

500

= 1.38.
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II: Testing assumptions of particle tagging 
against SPH simulations



Particle tagging FAQs

• Since baryons obviously dominate the potential at the 
centres of haloes, can tagging ever give the same answer as 
a self-consistent hydrodynamical simulation?


• Hydro simulations predict some fraction of halo stars form in 
situ: can particle tagging say anything about those?



An SPH comparison

Aq-C-4  from Parry et al. (2014)
see also Theo Le Bret’s talk



An SPH comparison
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An SPH comparison

Discrepancies due to: 


• Different star formation histories 

• Strength of feedback in Galform only adjusted to 
roughly match SPH


• Simply tagging a fixed fraction of DM by energy


• Real missing physics



An SPH comparison

Discrepancies due to: 


• Different star formation histories


• Simply tagging a fixed fraction of DM by energy 

!

!

!

• Real missing physics



Differences due to tagging a fixed DM fraction
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An SPH comparison

In an SPH simulation, how well can we trace star particles with 
tagged DM if we use a more complicated tagging function?

2.2.3. Satellite Evolution

The mutual interactions of the satellite particles are calculated
using a basis function expansion code (Hernquist & Ostriker
1992). The initial conditions file for the satellite is allowed to re-
lax in isolation for 10 dynamical times using this code to confirm
stability. For each accretion event a single simulation is run, fol-
lowing the evolution of the relaxed satellite under the influence
of its own and the parent galaxy’s potential, for the time since it
was accreted (as generated by methods in x 2.1.1) along the or-
bit chosen at random from the distribution discussed in x 2.1.2.
(Note that simulations of satellite accretions in static NFW poten-
tials using this code produced results identical to those reported in
Hayashi et al. 2003.)

Using this approach, the satellites are not influenced by each
other, other than through the smooth growth of the parent gal-
axy potential. Nor does the parent galaxy react to the satellite
directly. In order to mimic the expected decay of the satellite or-
bits due to dynamical friction (i.e., the interaction with the parent),
we include a drag term on all particles within two tidal radii
rtide of the satellite’s center, of the form proposed by Hashimoto
et al. (2003) and modified for NFW hosts by Zentner & Bullock
(2003). This approach includes a slight modification to the stan-
dard Chandrasekhar dynamical friction formula (e.g., Binney&
Tremaine 1987). The tidal radius rtide is calculated from the in-
stantaneous boundmass of the satellitemsat, the distance r of the
satellite to the center of the parent galaxy, and the mass of the
parent galaxy within that radius, Mr, as rtide ¼ r(msat/Mr)

1=3.

2.2.4. Increasing Phase-Space Resolution with Test Particles

In this study, we are most interested in following the phase-
space evolution of the stellar material associated with each sat-
ellite. This is assumed to be embedded deep within each dark
matter halo (see x 2.4)—typically only of order 104 of theN-body
particles in each satellite have any light associated with them

at all. In order to increase the statistical accuracy our analysis
we sample the inner 12% of the energy distribution with an
additional 1:2 ;105 test particles. This does not increase the
dynamic range our simulation, but does allow us to more finely
resolve the low surface brightness features we are interested in
with only a modest increase in computational cost: we gain a
factor of 10 in particle resolution with an increase of "25% in
computing time. In this paper, we have used test particles only
in generating the images shown in Figures 13–16.

2.3. Following the Satellites’ Baryonic Component

We follow each satellite’s baryonic component using the ex-
pected mass accretion history of each satellite halo ( prior to fall-
ing into the parent galaxy) in order to track the inflow of gas. The
gas mass is then used to determine the instantaneous star forma-
tion rate and to track the buildup of stars within each halo. The
physics of galaxy formation is poorly understood, and any attempt
tomodel star formation and gas inflow into galaxies (whether semi-
analytic or hydrodynamic) necessarily require free parameters. Our
own prescription requires three ‘‘free’’ parameters: zre, the redshift
of reionization (see x 2.3.1); fgas, the fraction of baryonic material
in the form of cold gas (i.e., capable of forming stars) that re-
mains bound to each satellite at accretion (see x 2.3.2); and t?, the
globally averaged star formation timescale (see x 2.3.3).
In the following subsections we describe how these parame-

ters enter into our prescriptions and choose a value of fgas consis-
tent with observations. In x 3 we go on to demonstrate that the
observed characteristics of the stellar halo (e.g., its mass, and
radial profile) and theMilkyWay’s satellite system (e.g., their num-
ber and distribution in structural parameters) provide strong con-
straints on the remaining free parameters and hence the efficiency
of star formation in low-mass dark matter halos in general.

2.3.1. Reionization

Any attempt to model stellar halo buildup within the con-
text of !CDM must first confront the so-called missing satellite
problem—the apparent overprediction of low-mass halos com-
pared to the abundance of satellite galaxies around the Milky
Way and M31. For example, there are 11 known satellites of the
MilkyWay—nine classified as dwarf spheroidal and two as dwarf
irregulars—yet numerical work predicts several hundred dark
matter satellite halos in a similar mass range (Klypin et al. 1999;
Moore et al. 1999). It is quite likely that our inventory of stellar
satellites is not complete given the luminosity and surface bright-
ness limits of prior searches (as the recent discoveries of the dwarf
spheroidals Ursa Minor and Andromeda IX demonstrate; see
Zucker et al. 2004 and Willman et al. 2005), but incompleteness
is not seen as a viable solution for a problem of this scale (see
Willman et al. 2004 for a discussion).
The simplest solution to this problem is to postulate that only a

small fraction of the satellite halos orbiting the Milky Way host
an observable galaxy. In this work, we solve the missing satel-
lite problem using the suggestion of Bullock et al. (2000), which
maintains that only the "10% of low-mass galaxies (Vmax <
30 km s#1) that had accreted a substantial fraction of their gas
before the epoch of reionization host observable galaxies (see also
Chiu et al. 2001; Somerville 2002; Benson et al. 2002; Kravtsov
et al. 2004). The key assumption is that after the redshift of hy-
drogen reionization, zre, gas accretion is suppressed in halos with
Vmax < 50 km s#1 and completely stopped in halos with Vmax <
30 km s#1. These thresholds follow from the results of Thoul &
Weinberg (1996) and Gnedin (2000), who used hydrodynamic
simulations to show that gas accretion in low-mass halos is indeed
suppressed in the presence of an ionizing background.

Fig. 2.—Energy distribution function of our initial condition dark matter
halo (dM /d!; histogram) along with three example energy distributions for stel-
lar matter, (dM /d!)?, in satellites. The mass-to-light ratio of each particle of en-
ergy ! is assigned based on the ratio of (dM /d!)? to (dM /d!). Energy in this plot
is in units of GM 2

35/2Rhalo. [See the electronic edition of the Journal for a color
version of this figure.]
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For example, what if we could reproduce the 
exact energy distribution of every stellar 
population in the SPH simulation?


Can the phase space trajectories of DM 
particles be entirely faithful proxies for those of 
stars?
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Figure 3. Density profiles for all stars in the largest satellite of AqC-SPH.
Profiles generated by the nearest energy neighbour tagging scheme (orange)
are compared to those of the actual SPH particles (black). The lower panel
shows the ratio of these two profiles. A vertical dotted line marks the force
softening scale.

by stars that form in streams of weakly-bound tidally stripped gas
(Cooper, Parry & Lowing 2015), rather than by the outward scatter-
ing of stars formed deep in the potential well. Since star formation
in these stripped gas streams is triggered by local fluctuations in
gas density, it need not correlate with the total binding energy of
the stripped gas particles In such cases, the particles that are tagged
as ’nearest neighbours’ are much more likely to be smoothly ac-
creted dark matter than to be associated with the parent stream of
the corresponding gas particle. In practice, in our simulation, this
effect is not noticeable – the tagged in situ stellar profile agrees
very well with the SPH simulation even at ⇠ 30 kpc. We return to
this point in section 5.

These results demonstrate that the nearest energy neighbour
tagging scheme produces a distribution of ‘tagged’ dark matter par-
ticles that agrees well with the distribution of SPH star particles in
the same simulation. To understand why this is the case, it is in-
structive to examine the phase space diffusion of individual stellar
populations, as in Le Bret et al. (2015).

3.1.2 Examples of individual populations

In Fig. 5 we choose as examples two populations with very different
dynamical histories, labelled ‘A’ (top row) and ‘B’ (bottom row)
respectively. Population A (M? = 1.3⇥ 107 M�) forms in a low-
mass dark matter halo at z ⇠ 5.5 (a lookback time of 12.5 Gyr).
This halo is subsequently accreted by and disrupted within the main
(Milky Way analogue) halo, such that population A is phase-mixed
into the stellar halo. Population B (M? = 1.0⇥ 108 M�) forms in
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Figure 4. Density profiles for all main halo stars in AqC-SPH (solid), subdi-
vided into accreted (dashed) and in situ (dotted) components. Line colours
correspond to star particles (black) and stellar mass carried by tags assigned
according to the idealized nearest neighbour scheme (orange). The inset
shows the same profiles on a linear kiloparsec scale over the outer halo,
with finer binning to highlight the local fluctuations in the in situ profile
arising beyond ⇠ 20 kpc due to a specific behaviour of the nearest neigh-
bour scheme (see text). The lower panel shows the logarithmic ratios of the
overall (solid) and accreted (i.e. stellar halo; dashed) tagged-star profiles
to their SPH counterparts. A vertical dotted line marks the force softening
scale.

situ in the main halo at much lower redshift (z ⇠ 0.4; lookback 4.2
Gyr).

The left-hand column shows the projected distribution of star
particles in each population at their assigned formation time (this
time is the same for all particles in the population, by definition).
It is immediately apparent that population B forms within the thin
stellar baryonic disc of the Milky Way analogue (seen face on in
this projection) whereas population A is more dispersed initially.
Note the prominent stellar bar in the central ⇠ 2 kpc region of
population B, and also the order of magnitude difference in spatial
scale between the two plots. The stars in each population are only
a fraction of those existing in the corresponding halo at their for-
mation time. The colour of each point corresponds to the fraction
of dark matter more bound than a given star particle – the clear
radial gradient implies a tight correlation between binding energy
and depth in the potential, even for the centrifugally supported disc.

In the second column we quantify this relationship in a form
relevant to dark matter particle tagging, by plotting the fraction of
newly-formed stellar particles more bound than given fraction of
dark matter particles, when the latter are sorted in rank order of
binding energy. We show this distribution for SPH star particles
(black solid curve) and the equivalent distribution obtained by tag-

c� 2011 RAS, MNRAS 000, 1–13
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Figure 5. Examples of the ‘initial conditions’ of star formation for two stellar populations (as defined for the purpose of particle tagging – see text). The top
row shows a ‘starburst’ population forming at z = 3 in a major progenitor of the accreted stellar halo – this dwarf galaxy is fully disrupted in the main halo
before z = 0. The bottom row shows a population forming in the disc of the Milky Way analogue at z ⇠ 1. The right-hand column shows an image of the
newly-formed population in AqC-SPH, with each star particle colour-coded by the binding energy-ranked dark matter mass fraction it encloses (i.e. the x-axis
of the left hand column). Stars formed at earlier times are shown in these images as grey dots. All three panels of the Milky Way example show a prominent
bar-driven starburst in the central kiloparsec surrounded by an exponential disc. The central column shows the cumulative fraction of stellar mass in the newly
formed population more bound than a given fraction of its halo’s dark matter. Almost by design, the nearest energy neighbour tagging scheme (orange dashed)
accurately reproduces the distribution of star particles in AqC-SPH (black). Horizontal and vertical dotted lines indicate the fraction of dark matter enclosing
90 per cent of the stellar mass, respectively. The rightmost column compares the volume density profiles of star particles (black symbols) and tagged particles
(orange lines) at the initial time (dots/solid) and final time (crosses/dashed) respectively. Also shown are the density profile of all star particles at the final time
(grey solid line).[FIXME A,B labels; T1 T2 junk].

ging the stellar mass of the SPH star particles onto their nearest
dark matter neighbours. For this tagging scheme, these two distri-
butions are almost identical more-or-less by construction.

Of more interest in this idealized case is the correspondence
between star particles and tagged dark matter particles at the final
simulation output time (z = 0), shown by the dashed and dotted
orange lines (tags) and black lines (star particles). In computing the
enclosed dark matter fraction at z = 0, dashed lines count only
dark matter particles that were available for tagging at the initial
(star formation) time, whereas dotted lines count all the dark mat-
ter in the halo at z = 0. If we consider only the dark matter particles
available at the time of tagging, the distribution evolves as tagged
particle diffuse to higher energies, and untagged particles diffuse
to lower energies (‘relative’ evolution). If instead we consider all
dark matter particles in the halo at any later time, the distribution
can also evolve as the result of additional dark matter particles that
are accreted, or of the whole set of tags being absorbed into another
halo halo (‘absolute’ evolution; as happens in the case of popula-

tion A). For population A, these two measures of evolution are very
similar for tagged DM particles and stars, despite the large time in-
terval and the complete disruption of the original host halo through
tidal stripping. The correspondence is even closer for population B;
the relative distribution (dashed) is very similar to the initial config-
uration even after 4 Gyr of evolution, implying that the dark matter
halo and the galactic disc are stable over this period. The change in
the absolute distribution implies that the tagged particles and stars
become slightly more bound overall, as the result of dark matter
being added to the outer regions of the halo; again, tagged particles
and star particles show almost identical behavior.

The third column of Fig. 5 shows spherically averaged density
profiles (measured from the centre of potential of the host halo).
Black circles show the initial distribution of star particles in the
population, and black crosses their distribution at z = 0. These can
be compared with the solid and dashed orange lines, respectively,
which show the distributions of tagged dark matter particles for
the same populations. A solid grey line shows the density profile
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An SPH comparison

Discrepancies arise from: 


• Different star formation histories


• Simply tagging a fixed fraction of DM by energy


• Real missing physics


• Rearranging baryons rearranges DM (especially by 
flattening potentials)


• Gas collapses to a disk — geometry can be wrong even if 
scale is ok and profile is exponential.
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Figure 11. Stellar mass density profile of the main halo in AqC-SPH
(black), as in previous figures, compared with the results of tagging (f

mb

=

5 per cent) based on a GALFORM model in AqC-DM (cyan). For compar-
ison we show the profile obtained by tagging in AqC-SPH based on the
SPH star formation history (green), and an alternative GALFORM model
with stronger feedback applied to AqC-DM (teal). Dashed lines show the
accreted component in each case, with the lower panel showing the ratio of
accreted components to that represented by star particles in AqC-SPH.

straightforward as it sounds. The dark matter distributions of the
two versions can diverge for reasons other than those relevant to
particle tagging (see Section 1). In particular, the growth rates of
DM haloes, hence their star formation rates, differ both for physical
reasons (discussed for example in Sawala et al. 2014) and stochas-
tically, because of small differences in the centre-of-mass trajec-
tories of haloes and the timing of outputs. Such small differences
between the two simulations muddy an exact correspondence, par-
ticularly for highly nonlinear regimes such as the Milky Way satel-
lite system at z = 0. It is therefore most instructive to ‘copy’ star
formation histories for specific well-matched systems, rather than
globally, as we do in section 4.2.

4.1.2 Tagging

The green lines in Fig. 11 show the results of tagging in AqC-SPH
with f

mb

= 5% (as in Fig. 7). Comparison of this line to the
AqC-DM result with the weak feedback GALFORM model (cyan)
shows extremely close correspondence, much closer than that be-
tween AqC-DM and the star particles in AqC-SPH. We conclude
that the approximation of fixed fraction tagging is responsible for
the most significant discrepancy between full SPH and DM-only
predictions. We have shown that more complex tagging schemes
implemented on AqC-SPH – in particular varying f

mb

according
to local conditions and using multiple values of f

mb

in the case of

Figure 12. Analogous to Fig. 11, stellar mass density profile of the most
massive satellite AqC-SPH (black) compared with the results of tagging
(f

mb

= 5 per cent) based on a GALFORM model in AqC-DM (cyan).
[FIXME DM profiles]

multiple dynamical populations formed at the same time – can in
many case reproduce the SPH star particle results more accurately
(section 3.1 and Figs. 3 and 4). Similar elaborations of the scheme
implemented on a collisionless simulation may also show an im-
proved correspondence over fixed fraction tagging.

4.1.3 Modification of DM potentials

Baryonic physics such as dissipative collapse and feedback modify
dark matter potentials, both increasing and decreasing central den-
sity (cites) and increasing oblateness. The severity of this modifica-
tion depends on many factors, for example the gas dynamics con-
trolling when and where stars form relative to the growth of their
host potentials, dynamical processes such as violent relaxation oc-
curring after star formation, and nature of feedback. Consequently,
predictions for the effects of baryons on dark matter vary with
galactic scale and are highly model-dependent (cites). This prob-
lem is arguably under control for the latest generation of hydrody-
namical simulations, which predict [FIXME etc]. See Le Bret et
al. (2015).

[FIXME DM Profile plots. Size-mass plot for Galform/DM
results.]

In the following section we isolate a particular case in which a
luminous satellite is stripped in a modified region of the potential,
interacts with the baryonic disc and
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Figure 15. Surface density of stars in the ‘trefoil stream’ (see Fig. 13) at
z = 0 in AqC-SPH (black). Green dots show the profile recovered by tag-
ging (f

mb

= 5%) in AqC-SPH, using the star formation history of the SPH
star particles. Blue, green and red lines show profiles recovered by using this
same star formation history as the basis for tagging of the matched halo in
AqC-DM, with f

mb

= 1%, 5% and 10% respectively. A grey dashed line
shows the density of all accreted star particles in AqC-SPH. The lower panel
shows the logarithmic ratio of each curve relative to the SPH result. Note
the reduced range of radius and shift in density scale relative to previous
density profile plots for the main halo.

Le Bret et al. (2015), particle tagging is a poor approximation in
such cases. The abnormally low central density of dark matter in
AqC-SPH is not reproduced in AqC-DM, hence neither is the rapid
loss of dark matter relative to stars in the 4th pericentric approach.
From this one example, it is hard to attribute blame separately to
the discrepancy in the interaction with the disc or the abnormal
DM density profile, since each reinforces the effects of the other

Despite the considerable differences in the evolution of the
trefoil progenitor in AqC-SPH and AqC-DM, we find an overall
similarity in shape and scale of its debris. The differences we see
highlight the degree of bias between SPH and DM particle tagging
expected in cases where stellar haloes are dominated by individ-
ual ‘atypical’ objects. The criteria for being ‘atypical’ in this case
are that either feedback significantly alters their dark matter phase
space density, or that they interact with a strongly modified central
galactic potential. Further work with SPH simulations is required
to understand the frequency of these cases and their dependence on
other uncertainties in modelling galaxy formation. In our particular
simulation, disagreements in the case of this one satellite (which is
atypical on both of the above counts) do not greatly affect the con-
clusions that would be drawn from an analysis of the spherically
averaged halo density profile – the bias is not negligible, but nei-

ther is it catastrophic. This bias would, however, alter conclusions
regarding the extrema of surface brightness features that might be
detected by stream-finding algorithms.

5 DISCUSSION

[FIXME if required]

6 CONCLUSIONS

We have used SPH simulations to test the assumptions inherent in
semi-analytic particle tagging, a highly efficient but dynamically
approximate scheme for modelling the phase space evolution of
galactic stellar populations. Our investigation has focussed on the
accreted stellar halo component, because to date this is the most
common application of particle tagging. We have found tentative
but encouraging evidence that the scale of in situ stellar popula-
tions can be well reproduced by these schemes, under certain more
restrictive conditions. Our findings support our conclusions made
in companion study (Le Bret et al. (2015)), which explored the
fundamental role of diffusion in energy space in the success or fail-
ure of particle tagging schemes when compared to hydrodynamical
simulations. We summarize our results as follows:

(i) Given a set of recently-formed star particles in an SPH simu-
lation it is possible to select subsets of the dark matter particle dis-
tribution in the same simulation that trace the phase space evolution
of the stars almost exactly, using only their relative binding ener-
gies (for example with scheme equivalent to the idealized nearest-
neighbour scheme). The result is a near-exact correspondence of
both in situ star and stellar halo density distribution between star
particles and tagged particles.

(ii) More approximate fixed-fraction particle tagging schemes,
such as that implemented by C10, reproduce star particle results for
the accreted stellar halo well, especially for heavily phase-mixed
populations, provided particles are tagged at the time of star for-
mation for each population. Our results on this point reinforce the
conclusions of Le Bret et al. (2015), who demonstrated that this
correspondence is sensitive to the nature of feedback implemented
in the hydrodynamic scheme.

(iii) The practically more useful case of fixed fraction schemes
applied to dark matter only simulations also are a goof approxima-
tion to SPH results for the accreted stellar component, insofar as
the orbital evolution of subhaloes agrees between the two simula-
tions. The differences are smallest for heavily phase-mixed popula-
tions and streams at large distances from the galaxy, and largest for
coherent streams produced by the interaction of heavily stripped
satellites with the baryonic disc in the SPH simulation. The scale
of the in situ component is also recovered by tagging, although its
detailed distribution (for complex galaxies such as the Milky Way)
depends on additional factors not taken into account even approxi-
mately by fixed fraction tagging (see below).

(iv) We have explicitly demonstrated that the discrepancy be-
tween SPH and DM-only particle tagging results for stellar haloes
and streams can be severe for individual satellite galaxies that vio-
late the underlying assumptions of the method. In line with expecta-
tions, we find best agreement in cases where accreted galaxies con-
tributing large fractions of stars to the stellar halo are heavily phase-
mixed (as the result of being accreted earlier or more rapidly), have
(before accretion) dark matter profiles essentially unperturbed by
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Figure 13. Debris of the trefoil stream in four realizations. Clockwise from
top left: AqC-SPH; AqC-SPH with 1% tags; AqC-DM with 5% tags; AqC-
SPH with 5% tags. Halo centre is shown as a red cross. The trajectory of
the progenitor is shown in the lower panels, with increasing time running
from blue to red. Contours of disc surface density are shown in grey in
the AqC-SPH panel (top left), corresponding to log

10

⌃ = 5, 6, 7 and
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�2.

Figure 14. Galactocentric radius (upper panel) and bound mass (lower
panel) of the trefoil stream progenitor satellite (see text and Fig. 13) with
age of the universe, starting from the time of infall into the main halo, for
AqC-SPH (black) and AqC-DM (purple). In the lower panel, thick lines in-
dicate dark matter mass and thin lines stellar mass. Thin blue, green and red
lines in the lower panel correspond to the bound stellar mass predicted by
tagging of AqC-DM with f

mb

= 1, 5 and 10 per cent respectively.

4.2 Limitations: a baryon-dominated interaction

To illustrate an atypical case where particle tagging fails to pro-
duce good correspondence between AqC-SPH and AqC-DM, we
choose one particular satellite that is interesting in several respects
and which has already been described in detail by Parry et al. (2012,
section 6). At z = 0, this satellite has been heavily stripped of both
stars and dark matter, creating the most striking coherent feature
in the stellar halo of our simulation. We refer to this feature as the
‘trefoil stream’, on account of its appearance in a projection per-
pendicular to the SPH disc as shown in the top left panel of Fig. 13.
Secondly, this halo (the ‘trefoil progenitor’) has survived as a satel-
lite of the Milky Way analogue for ⇠ 8 gigayears, undergoing many
apocentric passages on a decaying orbit. We expect the evolution
of such objects, and the streams they produce, to be particularly
sensitive to changes in the shape, orientation and amplitude of the
gravitational potential induced by baryons. Finally, at z = 0 this
object is bound by its remnant stellar mass rather than dark matter.
This violates the central assumption of particle tagging, so we do
not expect good agreement in this case.

Fig. 14 illustrates some of the features that distinguish the tre-
foil progenitor from other satellites, comparing its radial position
(relative to the main halo centre) and mass as a function of time
between AqC-SPH and AqC-DM simulations. The trajectories di-
verge around the time of the third apocentre, with the progenitor
in AqC-SPH then having a shorter period and a more rapid decay
than its AqC-DM counterpart. This divergence is associated with
a catastrophic mass loss in AqC-SPH object between its 3rd apoc-
entre and 4th pericentre. The AqC-DM satellite loses mass more
gradually. The mass still bound to the satellite at the present day is
similar between the SPH and DM cases, as are the relative orbital
phases, despite the fact that the SPH version passes through two
pericentres more than the DM version. The most likely reason for
this divergence, other than stochasticity, is interaction of the SPH
satellite with the baryonic disc. Dashed grey lines in Fig. 14 drawn
at 10 kpc and 30 kpc correspond to disc surface densities of ⇠ 7
and . 4 M� kpc�2 respectively.

Fig. 15 shows the spherically averaged stellar mass density
profile of stars from the trefoil stream progenitor at z = 0. Tagging
with a fixed fraction of f

mb

= 5% in AqC-SPH itself (as shown in
the lower left panel of Fig. 13 results in a close match to the star
particle profile, consistent with the good overall agreement shown
in Fig. 7.

When we use the AqC-SPH star formation history for this ob-
ject as the basis for tagging of the matched satellite in the AqC-DM
simulation, the agreement is clearly worse (this result is not sensi-
tive to the exact value of f

mb

). The predicted density is lower by
an order of magnitude at galactocentric radii below ⇠ 20 kpc, and
higher by a similar factor beyond ⇠ 100 kpc. This is readily un-
derstood by the differences in orbital evolution shown in Fig. 14.
The mass of stars tagged to the bound core of the trefoil progeni-
tor in AqC-DM is shown for f

mb

= 1, 5 and 10 per cent. These
indicate an increasing mass-to-light ratio approaching ⇠ 1 at the
present day, such that the stellar mass in the stream (as opposed to
the progenitor) is somewhat sensitive to f

mb

(increasing by roughly
a factor of 3 as f

mb

varies from 1 to 10 per cent).
Parry et al. (2012) show that the star formation history of this

satellite is dominated by an extreme peak of rapid gas fuelling after
a merger, that leads to a highly cusped stellar density profile and
‘explosive’ feedback. This feedback event unbinds a large fraction
of gas in a short time, leading to a baryon-dominated central cusp
(and corresponding low-density dark matter core). As discussed by
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• ‘Core-forming’ feedback 

• Interactions with disc



How to improve particle tagging models?

• Understand distributions of stellar halo progenitors in 
`baryon effect’ space (varying with halo mass!) 

• Interactions with disks / central potentials


• Degree of departure from NFW (through feedback etc.)


• Room for some elaboration over fixed fraction tagging (but 
risk diminishing returns)


• Varying the fraction from population to population or imposing physically 
motived distribution functions


• Resolving multiple components in individual star-forming events



III: What about the in situ stars?

This part is not about dark matter particle 
tagging! 



In Situ Stars ≫ In Situ Halo
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Figure 1. The distribution of stars in radius-circularity space for Aq-C (left column), Aq-D (centre column) and Aq-E (right column).
Panels in the top row include all stars bound to the main dark matter halo (r < 90 kpc), while the middle and bottom rows include
only accreted and in situ stars respectively. Dashed horizontal lines indicate the circularity cut used to define disc stars. Dashed vertical
lines mark the 5 kpc cut in radius used to define bulge stars. All stars outside these regions are classified as halo stars. The colour scale
corresponds to the logarithm of the number of star particles.

a plane normal to the net angular momentum vector of the
whole stellar component. A coordinate system is chosen such
that the net angular momentum vector of all stars within
0.2r

200

points in the positive z-direction. The circularity of
each star’s orbit is then defined as

E
E

=
Jz

J
circ

(E)
, (1)

where Jz is the z component of the star’s specific angular
momentum and J

circ

(E) is the specific angular momentum
of a star with the same binding energy on a circular orbit. All
stars with E

E

> 0.8 are identified with the central galactic
disc and excluded from our halo star sample.

Fig. 1 shows the distribution of stellar circularity as a
function of radius in our three simulations. A concentra-
tion of corotating stars on near-circular orbits extending to
⇠ 30 kpc is obvious in all cases, which we identify with the
thin disc. A number of streams on pro- and retrograde orbits
are also visible at large radii.

At r . 5 kpc the density of stars on non-circular orbits
is comparable to the density of stars in the disc. We identify
this complex region with a galactic bulge. To simplify our

definition of the stellar halo, we exclude all stars with r <
5 kpc, regardless of circularity. This cut is easy to apply to
both models and data. It also follows the loose convention
of most Milky Way stellar halo work, in which stars more
than a few kiloparsecs interior to the Solar Neighbourhood
are excluded (the exception being those high above the disc
plane) even though the inward extrapolation of a canonical
r�3 density profile would predict a substantial mass of halo
stars in the centre of the Galaxy (see also the discussion in
Cooper et al. 2010).

Fig. 1 further separates star particles into accreted
(middle row) and in situ (bottom row) according to whether
or not they are bound to the main branch progenitor of each
dark matter halo at the first snapshot after their formation.
Star particles that are first bound to a dark matter halo
other than the main progenitor are considered as accreted,
even if they form in a subhalo of the main branch (i.e. if they
form in a satellite galaxy of the Milky Way analogue) and
are subsequently stripped1. Table 2 summarizes the total

1 This is an important di↵erence with the work of Tissera et al.
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The In Situ Halo

• Three MW examples 
with the same physics 
show different 
accreted/in situ 
fractions (at different 
radii)!
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2015
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Table 2. Total mass in the (outer) disc, bulge and stellar halo
regions of the (r, EE) plane according to our criteria. The final row
gives the fraction of mass in the stellar halo region that is formed
in situ. Our galaxies are roughly half the mass of the Milky Way;
note that the disc mass quoted is only for stars with r > 5 kpc.
Our ‘bulge’ definition includes all stars with r < 5 kpc, regardless
of their kinematics.

Aq-C Aq-D Aq-E

Mass
(109M�)

Disc (r > 5 kpc, E
E

> 0.8) 3.0 4.3 4.3
Bulge (r < 5 kpc) 34.5 21.9 25.2
Halo (r > 5 kpc, E

E

< 0.8) 4.6 8.4 6.8

In situ halo fraction 37% 33% 41%

mass of the stellar halo and the relative proportion of in situ

stars.
Fig. 2 shows the mean density of accreted and in situ

halo stars in spherical shells centred on the galaxy. The pro-
file of the in situ halo has a similar shape and amplitude in
all three simulations, with a slight steepening evident in the
‘bulge’ region of Aq-C. In both Aq-C and Aq-D the accreted
halo stars are less centrally concentrated than the in situ

component, with a mild break due to accreted stars alone
at 70 < r < 90 kpc, while in Aq-E the two components are
almost indistinguishable. The accreted - in situ transition in
these profiles at ⇠ 20 kpc is consistent with the average for
Milky Way analogues in the GIMIC simulation (Font et al.
2011).

Aq-D and Aq-E have ‘thick’ discs with a high degree of
non-circular motion, apparent in the top row of Fig. 1 as a
high density of stars at 0.5 < E

E

< 0.8 and 5 < r < 20 kpc.
According to the aformentioned cuts on circularity and ra-
dius, we classify these as halo stars. However, examining the
variation of the circularity distribution with height above the
disc plane reveals that these stars simply make up the low-
circularity tail of a continuous distribution. The fraction of
stars on circular orbits is highest close to the plane.

The most important question for this paper is not the
origin of thick disc stars, but whether or not they can, or
should, be distinguished from those in the halo. Fig. 1 shows
that accreted stars can make a significant contribution to
the ‘disc’. In Aq-D, they contribute mainly to the ‘thin’ disc
– the thick disc is formed in situ. In Aq-E, accreted and
in situ ‘disc’ stars contribute at a similar ratio over a wide
range of circularity and radius. Clearly there are no univer-
sal criteria to separate thick discs from thin discs or stellar
haloes, either kinematically or in terms of origin. Observa-
tional distinctions between the thin disc, thick disc and halo
of the Milky Way are just as ambiguous (Bovy et al. 2012).
Hence, we choose not to introduce any further cuts to sepa-
rate thick disc and halo stars. This should be kept in mind
when comparing our results to observations.

(2013, 2014), who included stars formed in bound satellites within
r
200

in the in situ halo as part of their ‘endo debris’ category.
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Figure 2. Spherically averaged stellar density profiles for Aq-
C (top), Aq-D (centre) and Aq-E (bottom). The red dashed and
green dot-dashed lines correspond to the accreted and in situ halo
components respectively. The solid black line is the sum of these
and can be compared to measurements for the Milky Way (black
star; Fuchs & Jahreiß 1998; Gould et al. 1998). The blue dotted
line corresponds to disc stars, selected by their orbital circularity.
The minimum extent of the radial axis is set by the gravitational
softening length for star particles. A grey dashed vertical line at
5 kpc marks the ‘bulge’ region that we exclude from our analysis
of the stellar halo.

4 THE ORIGIN OF IN-SITU STARS

In this section we look in more depth at the origin of the in

situ component of the stellar halo. The density of this com-
ponent exceeds that of accreted halo stars in the inner ⇠ 20
kpc of our galaxies. It may thus be very important for spec-
troscopic observations of halo stars in the Solar Neighbour-

c� 2013 RAS, MNRAS 000, 1–13

(NOT TAGGING!)



The In Situ Halo

• In these particular 
simulations, most of 
the in situ halo is 
accreted — i.e. it 
forms from gas 
stripped from satellites!


• In situ halo predictions 
from any hydro 
simulation should be 
treated with caution!
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Table 4. Properties of the present-day thin stellar discs in our
three simulations, defined by circularity EE > 0.8. Columns from
left to right give formation redshift, mass fraction in place at
formation redshift, and redshift at which half the z = 0 mass is
in place.

z
form

f
form

z
1/2

Aq-C 2.54 12% 0.92
Aq-D 2.32 8% 0.83
Aq-E 2.20 16% 0.76

pletely destroyed before z
form

) are considered to fall into one
of the other two in situ categories, according to the origin
of their parent gas particle.

4.2 Stars from stripped gas and smoothly
accreted gas

Halo stars can form directly in the circumgalactic medium,
either in quasi-free-falling cold gas clouds (not associated
with dark matter clumps) or the gaseous tidal or ram pres-
sure stripped streams of satellite galaxies. We distinguish
between these two possibilities based on whether or not the
parent gas particle of a given star particle was bound to
another dark matter halo before being bound to the main
halo. Stars forming from stripped satellite gas particles may
be chemically and kinematically similar to stars in the ac-
creted stellar halo. In contrast, stars forming in gas condens-
ing out of the hot hydrostatic gas halo, or other ‘smoothly’
accreted cold clumps, may have properties more similar to
those expected of an in situ halo formed by monolithic col-
lapse.

Fig. 3 shows the absolute star formation rate of each
in situ category as a function of time elapsed since the Big
Bang. These star formation rates are low compared to those
typical of the stable disc and the progenitors of accreted
stars (⇠ 1M� yr�1). The majority of halo stars that form
in stripped or smoothly accreted gas are more than 9 Gyr
old, only marginally younger than the typical age of accreted
stars. In Aq-D and Aq-E, there are also 2 Gyr-long bursts
of in situ star formation at lookback times of ⇠ 6 and 5 Gyr
respectively. Interestingly, these also correspond to episodes
of formation for scattered disc stars (blue) and thin disc
stars (not shown). This may be due to the rapid infall of
cold gas onto the disc during massive merger events.

Another notable feature of Fig. 3 is that the star forma-
tion rate in smoothly accreted gas (red) is clearly correlated
with that in stripped gas (green), especially in the domi-
nant early epoch of in situ halo formation (ages > 9 Gyr).
This correlation persists even if we select only stars forming
at r > 30 kpc, far away from the disc, suggesting that the
conditions under which most in situ halo stars form are in
fact related to the accretion and stripping of gas-rich satel-
lites. It appears that star formation may be triggered by the
mixing of free-floating gas from the hydrostatic halo with
star-forming stripped gas. We also see corresponding peaks
in the accreted halo star formation rate, suggesting that star
formation is triggered in the infalling satellites as well.
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Figure 4. Spherically averaged density profiles of halo stars in
the accreted and three in situ components for Aq-C (top), Aq-D
(centre) and Aq-E (bottom).

5 IN SITU HALOES AT z = 0

In this section, we examine the observable characteristics of
in situ halo stars at the present day, starting with a summary
of halo properties and then looking in more detail at regions
analogous to the Solar Neighbourhood.

5.1 Whole halo

Fig. 4 compares the spherically averaged density profiles of
our three in situ halo categories and accreted halo stars.
In the r < 20 kpc region where in situ halo stars dominate
over accreted stars, they contribute roughly equal mass frac-
tions; the exact proportions vary from halo to halo. We see a
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strong correspondence between stars formed from stripped
and smoothly accreted gas at all radii, which, in combination
with Fig. 3, suggests that they form with a similar distribu-
tion in both space and time. As expected, heated disc stars
have a steeper profile, with most concentrated at r < 20 kpc.

Fig. 5 shows Toomre diagrams (Sandage & Fouts 1987)
that compare the amplitude of circular and radial motion
for di↵erent components. A galactocentric UVW velocity
frame (e.g. Binney & Merrifield 1998, p. 627) is defined with
respect to the thin disc in each simulation.

Of the three simulations, the stellar halo in Aq-C has
kinematic properties most similar to those measured for
the Milky Way. The peak rotational velocity of the disc is
⇠ 220 km s�1. The heated disc stars (blue) rotate in the
same sense as those on circular orbits, with a lag of ⇠ 40 to
180 km s�1. Stars formed from stripped and smoothly ac-
creted gas are kinematically indisitinguishable from each
other, once again pointing to a close correlation between
the dynamics of the two components. In the Toomre dia-
gram they resemble the classical Milky Way halo, with zero
net rotation and high radial velocity dispersion. Accreted
halo stars show a similar distribution overall, but with no-
table overdensities due to individual streams, some of which
have a net retrograde motion.

The heated disc stars in Aq-D and Aq-E have similar
kinematics to those in Aq-C, but the stripped/smooth in

situ haloes have a greater net rotation. In Aq-E, all three
components once again resemble one another, although the
stripped and smooth-gas halo stars have a greater velocity
dispersion. An underlying stripped/smooth in situ halo may
still be present, but the bulk of in situ halo stars are more
similar kinematically to the Milky Way thick disc. The be-
haviour of accreted stars once again resembles that of the in
situ component, even to the extent that they have a strong
prograde rotation in Aq-E. Accreted halo components with
prograde rotation were noted by Abadi et al. (2003) and also
found in Milky Way-like systems in the GIMIC simulations
(Font et al. 2011; McCarthy et al. 2012)

Finally, in Fig. 6, we examine the normalized metallicity
distribution functions (MDFs) of each component of the in

situ halo. Heated disc stars have the highest median [Fe/H]
and narrowest dispersion. Their MDF resembles that of the
thin disc, but is slightly more metal poor (by ⇠ 0.5 dex in
Aq-C). Both in situ and accreted halo stars are systemati-
cally more metal poor than heated disc stars.

The MDF of in situ halo stars formed from stripped gas
is very similar to that of accreted satellite stars, with a me-
dian systematically higher by no more than 0.1 dex. This is
to be expected, as the dense cold gas stripped from satellites
will have been enriched by the same stellar populations that
make up the accreted halo. Moreover, very similiar distribu-
tions will also result if prolonged star formation occurs in
satellite galaxies while their gas is being stripped. The over-
all in situ MDF is close to that of the stripped-gas stars,
since they dominate the in situ mass budget.

Looking in detail, the degree of similarity between the
MDFs of the various components varies in each of our three
simulations. This may depend on the extent to which the
satellite galaxies contributing the bulk of stripped-gas stars
are the same as those that contribute the majority of ac-
creted stars. In practice, because gas can be more easily
expelled from shallower potentials, the most massive and
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Figure 5. Toomre diagrams of the whole stellar halo. For
stripped-gas, smooth-gas and heated disc in situ halo stars (red,
green and dark blue respectively), contours mark the regions en-
closing 10%, 30%, 50%, 70% and 90% of the stellar mass. For the
accreted halo (cyan) only 10%, 50% and 90% levels are shown.
The dashed vertical line marks the rotation velocity of the disc
at 8 kpc.

metal-rich accreted progenitor galaxies are likely to retain
the most gas when they enter the main dark matter halo.
Stars stripped from these galaxies are expected to dominate
the accreted halo, particularly near the centre.

Of the di↵erent in situ components, it is the stars that
formed from smoothly accreted gas that have the lowest me-
dian metallicity and the broadest dispersion. This is con-
sistent with the expectation that the gas surrounding each
galaxy will be a mix of its own metal-rich ejecta and a large
quantity of ‘pristine’, or only marginally enriched, gas from
direct cosmological infall (Crain et al. 2010). In our simula-
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Figure 6. [Fe/H] distributions for the disc, accreted halo and
three in situ halo components. Distributions are normalized by
the total mass of stars in each component.

tions, the MDF is the only clear distinction between ‘smooth
gas’ stars and ‘stripped gas’ halo stars.

5.2 The Solar Neighbourhood

As a rough analogue of the Solar Neighbourhood region most
relevant to current observations, we examine the average
properties of halo stars in a torus of cross-sectional diameter
4 kpc and galactocentric radius r = 8 kpc in the plane of
the thin disc.

Table 5 summarizes the fraction of stars in each compo-
nent. For a more direct comparison to the real data, we have
grouped heated disc stars and stars that meet our thin disc
circularity cut into a single disc component, because the typ-

Figure 7. Metallicity distribution functions, as Fig. 6, but here
in the Solar Neighbourhood.

ically high circular velocities of heated disk stars would most
likely result in them being classified as ‘thick disk’ rather
than halo stars in observations. Approximately 10 per cent
of the stellar mass then remains in a component resembling
the ‘classic’ halo, of which accreted stars contribute between
34 and 67 per cent.

Toomre diagrams in this region are almost identical to
those in Fig. 5. The biggest di↵erences in comparison to the
overall halo are found in the Solar Neighbourhood MDFs,
which are shown in Fig. 7. Stars formed from smoothly ac-
creted gas that end up in the Solar Neighbourhood are more
metal rich on average, such that their MDF has a very sim-
ilar shape and amplitude to the accreted halo. This may be
because the metal-poor contribution of this component seen
in Fig. 6 is dominated by stars forming at large radii from
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Collisionless tagging models of stellar haloes

• A fast, efficient way to make detailed predictions for the statistical properties of 
stellar haloes, in a way that directly addresses the link between CDM structure 
formation and photometric and dynamical observations.


• Stellar haloes are collections of clouds, lumps and streams — nevertheless their 
average properties reflect tight relationships between star formation, dark 
matter halo growth and structure formation.


• Relating these predictions to observable tests of CDM requires understanding 
of model dependencies and statistics: many simulations, making good use of 
known observational constraints (e.g. luminosity functions)


• Nicely complementary to SPH simulations, not an alternative. 


• With many caveats and extreme caution, even in situ stars in massive galaxies are 
within reach of particle tagging.
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Some questions

• What is a stellar halo?


• Halo to halo variance — what can we 
learn from averages? What causes 
scatter?


• What can we infer about cosmology/
galaxy formation physics from stellar 
haloes?


• Can dynamics and chemistry of halo stars 
/ ICL constrain the DM profile and 
assembly history of the Milky Way / 
galaxy clusters?

Large samples

High enough resolution

Observational constraints

Cosmological context
“Forward” modelling
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important to build up a sample of galaxies with radial profiles
reaching surface densities of ∼ 104M⊙ kpc−2. Star counts
with the Gemini telescope (Bland-Hawthorn et al. 2005),
the Subaru telescope (Tanaka et al. 2011) and the Hubble
Space Telescope (Barker et al. 2009; Radburn-Smith et al.
2011; Monachesi et al. 2013) have reached depths of !
30mag arcsec−2 but only for very nearby, low mass galaxies.
Reaching those limits at distances beyond∼ 5Mpc is exceed-
ingly difficult as the apparent brightness of stars decreases
with the square of their distance. By contrast, the integrated-
light surface brightness is independent of distance, and low
surface brightness-optimized telescopes such as Dragonfly
can study galaxies out to the Virgo cluster and beyond.5 This
makes it possible to construct complete samples and search
for correlations of fhalo with other galaxy parameters. As an
example, elliptical galaxies and spiral galaxies likely had dif-
ferent accretion histories (e.g., Guedes et al. 2011; Tal & van
Dokkum 2011; Cooper et al. 2013; van Dokkum et al. 2013).

Figure 4. The mass fraction in the stellar halo as a function of the
total stellar mass. The stellar halo of M101 has significantly lower
mass than those of the Milky Way and M31. The orange line is the
predicted median relation between the accreted mass fraction and the
total stellar mass from numerical simulations (Cooper et al. 2013;
see text). The yellow and brightyellow regions indicate the 68% and
95% galaxy-to-galaxy variation in the simulations.

Finally, we note that halos can also be identified by their
substructure, as it reflects the detailed accretion history of
a galaxy (see, e.g., Fardal et al. 2008, for a discussion on
M31). This history is not very informative for an individual
galaxy but a large sample can provide very strong constraints
on galaxy formation models (Johnston et al. 2008). To illus-
trate the capabilities of the Dragonfly Telephoto Array in this
context, we created a simulated Dragonfly image of M31 by
redshifting this galaxy to the distance of M101 (Fig. 5).
The M31 observations that were used are a combination

of a Dragonfly image taken on 26 June 2013 and star count
data from PAndAS (McConnachie et al. 2009; Carlberg et al.

2011). The star counts go out very far from the center of M31
but they are incomplete at small radii due to crowding. Fol-
lowing a similar procedure to that described in Irwin et al.
(2005) Dragonfly data at R > 0.7◦ were used to tie the star
count data to the integrated-light data. The combinedDragon-
fly + PAndAS image was redshifted to 7.0Mpc and placed in a
relatively empty region of the full-field M101 image (see Fig.
1b). This last step ensures that the noise characteristics and
artifacts from the reduction are identical to the M101 data. As
the scaling is identical to Fig. 1c the actual Dragonfly image
of M101 can be compared directly to the simulated Dragonfly
image of M31.

Figure 5. M31 redshifted to 7 Mpc and placed in an empty region
of our M101 image. The image has the exact same scaling as Fig.
1c. Well-known features in the M31 halo are labeled; they would be
easily detected with Dragonfly.

Prominent features in the M31 halo (see Fig. 1 in Ferguson
et al. 2005) are labeled in Fig. 5. Remarkably, these features
are all clearly visible, including the famous giant stream first
identified by Ibata et al. (2001). It has been known for many
decades that dramatic tidal features can be detected in inte-
grated light; telescopes such as Dragonfly are now enabling
us to detect the subtle relics of galaxy formation that should
be present around every! L∗ galaxy.

We are grateful to the PAndAS team for sharing their M31
star count data in digital form, to Andrew Cooper for provid-
ing us with the data to construct the model curves in Fig. 4,
and to the staff at New Mexico Skies for their dedication and
support. The anonymous referee is thanked for excellent com-
ments that substantially improved the manuscript. We thank
the NSF (grant AST-1312376) and NSERC for financial sup-
port.

5 Bland-Hawthorn et al. (2005) have pointed out that scattered light off
dust grains can contribute to integrated-light measurements at very faint lev-
els for very compact galaxies; this should not be a concern for M101.
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Figure 3. a) Mass density profile of M101. The red line is a bulge + disk fit to the profile, with the individual components indicated by broken
lines. This fit provides an adequate description of the full profile, as shown by the residuals in the bottom panel. b) Best-fitting bulge + disk +
halo fit. The best fit is obtained for a stellar halo contributing 0.3+0.6−0.3 % of the total mass. c) Fit with a halo contributing 4% of the mass, the
same as the M31 halo. This is a poor fit: the halo of M101 is much less prominent than that of M31.

The residuals from the fit are shown below panel a of Fig.
3. They are < 0.1 dex at R = 0 − 40 kpc and within the 1σ
error bars at larger radii, confirming that there is no significant
upturn in the profile. We quantify the contribution of a halo
component by fitting the residuals. To parameterize the halo
we adopt model “U” in the Courteau et al. (2011) analysis of
the M31 light profile (their preferred model). This model is a
power law:

ρ(R) = ρ0,h
[

1+ (30/ah)2

1+ (R/ah)2

]α

. (4)

The values of ah and α are fixed to the best fits for M31,
ah = 5.20 kpc and α = 1.26 (see Table 4 of Courteau et al.
2011). Fitting the normalization (i.e., the halo surface density
at 30 kpc) gives ρ0,h = 7+13−7 × 103M⊙ kpc−2. The combined
disk + bulge + halo model is shown by the red line in Fig. 3b.
The total mass implied by this model of M101, integrated

to R = 200 kpc, is Mtot,∗ = 5.3+1.7−1.3× 1010M⊙. The halo mass
is Mhalo = 1.7+3.4−1.7× 108M⊙, and we infer that the fraction of
mass in the halo is fhalo = Mhalo/Mtot,∗ = 0.003+0.006−0.003. This
fraction is significantly lower than the halo fraction of M31:
Courteau et al. (2011) find fhalo ∼ 0.04 using the same de-
composition method. We illustrate this difference in Fig. 3c,
where we show what M101’s profile would look like if the
galaxy had a 4%, M31-like halo. Such halos are clearly in-
consistent with the data.

5. DISCUSSION
We have measured the surface brightness profile ofM101 to

∼ 18 disk scale lengths and to surface brightness levels µg ∼
32mag arcsec−2. We do not find evidence for the presence of a
stellar halo, or more precisely for a photometric component at
large radii that can be distinguished from the disk. Taking the

halo profile of M31 as a model and fitting the normalization,
we find a halo fraction of fhalo = 0.003+0.006−0.003.
This fraction is lower than that of M31 ( fhalo ∼ 4%;

Courteau et al. 2011) and also the Milky Way ( fhalo ∼ 2%;
Carollo et al. 2010; Courteau et al. 2011). In Fig. 4 we show
the relation between stellar halo fraction and galaxy stellar
mass. The stellar masses of the Milky Way and M31 were
taken from McMillan (2011) and Tamm et al. (2012) respec-
tively. For comparison, we show the relation between the ac-
creted fraction of stars and galaxy stellar mass as predicted
by numerical models that trace the light of accreted satellites
in dark matter halos. This relation was derived from the data
in Fig. 12b of Cooper et al. (2013) for bulge-to-total ratios
B/T < 0.9; the relation for other B/T limits is very similar.
Interestingly, the stellar halo masses of all three galaxies

are below the predicted relation, with M101 a factor of ∼ 10
below the median expectation. We caution, however, that stel-
lar halo masses are not measured in a self-consistent way in
such comparisons. There is no universal definition of a stellar
halo, and it is unclear whether it even makes sense to model
it as a single component (see, e.g., Carollo et al. 2010). From
a practical perspective it is perhaps most fruitful to test the
model predictions by comparing the predicted and observed
radial surface density profiles directly, or by fitting a model
such as Eq. 4 with only the normalization as a free parameter.
In this context it is interesting to note that the Cooper et al.
(2010, 2013) models predict that stellar halos begin to domi-
nate at R ∼ 20 kpc and surface densities ρ ∼ 105M⊙ kpc−2 –
again inconsistent with the M101 observations (but not with
M31).
Given the stochastic nature of accretion events and, as a

consequence, the large scatter predicted in the fhalo −Mtot,∗ re-
lation (Purcell et al. 2008; Cooper et al. 2013; Fig. 4), it is
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where we show what M101’s profile would look like if the
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a practical perspective it is perhaps most fruitful to test the
model predictions by comparing the predicted and observed
radial surface density profiles directly, or by fitting a model
such as Eq. 4 with only the normalization as a free parameter.
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(2010, 2013) models predict that stellar halos begin to domi-
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Figure 7. Median spherically averaged stellar mass density profiles. The
dotted and solid black curves represent all stars and stars in the spheroid only,
respectively. The dotted black curve represents all stars (disc+spheroid).
The dashed blue curve represents accreted halo stars (i.e. stars that formed
outside the MMP). The dot–dashed red curve represents spheroid stars that
formed in situ. In situ star formation contributes significantly to (dominates)
the stellar halo within a radius of 30 (20) kpc.

Fig. 9 given below), while accreted stars constitute approximately
32 per cent, with 28 per cent of the mass formed in satellites prior
to accretion, 2 per cent formed in satellites after accretion and 2
per cent accreted smoothly. Our inferred average in situ fraction is
therefore larger than that found recently by Zolotov et al. (2009),
who found that three out of their four re-simulated galaxies had in
situ mass fractions of !20 per cent. However, part of this difference
is likely due to the fact that we have made no attempt to distinguish
between bulge and halo components (see Section 2.1 for a discus-
sion of this point). Consistent with this is that both Abadi et al.
(2006) and Oser et al. (2010) find in situ mass fractions of ∼40–50
per cent and, like us, these authors have not decomposed the bulge
from the halo.11 In terms of our simulations, if we limit our com-
parison to r > 20 kpc (well beyond any likely bulge component),
the in situ fraction drops to 20 per cent while the accreted fraction
rises to 80 per cent (with 68 per cent formed in satellites prior to
accretion, 3 per cent formed in satellites after accretion and 9 per
cent accreted smoothly).

In Fig. 8, we show the median spherically averaged stellar metal-
licity profile split by formation mode. Here we see that the gradient
in the total stellar metallicity profile (solid black curve) is driven by
the generally high metallicity of stars formed in situ combined with
the fact that the in situ stars dominate the stellar halo by mass in
the inner regions. The metallicity of accreted stars shows no strong
variation with radius (except possibly in the central few kpc). The
fact that the overall metallicity gradient is established as a result of a
transition from in-situ-dominated to accretion-dominated stars ap-
pears to resolve the long-standing problem of the inability of purely

11 One possible reason why Abadi et al. (2006) and Oser et al. (2010) find
slightly lower in situ mass fractions than us is that their simulations ignore
metal-line cooling, which is expected to be important.

Figure 8. Median spherically averaged metallicity profiles. The curves have
the same meaning as in Fig. 7. For r < 50 kpc, stars formed in situ have
higher metallicity and their dominance of the stellar halo by mass at small
radii is what produces the strong radial variation in [Fe/H].

accretion-based models (e.g. Font et al. 2006a; De Lucia & Helmi
2008; Cooper et al. 2010) to reproduce the strong variation in the
mean stellar metallicity with radius observed in M31 (e.g. Kalirai
et al. 2006; Koch et al. 2008) and the MW (e.g. Carollo et al. 2007;
de Jong et al. 2010).

In Fig. 9, we show scatter plots of the in situ mass fraction as a
function of the mean metallicity of the bulge+halo (left-hand panel)
and the metallicity difference between the mean metallicity within
and beyond 30 kpc (middle panel). Each data point represents a
simulated galaxy. Although there is considerable system-to-system
scatter, there are identifiable correlations between the in situ mass
fraction and the mean metallicity and metallicity difference, in the
sense that galaxies with higher in situ mass fractions have higher
mean metallicities and more prominent metallicity gradients. We
discuss the right-hand panel of Fig. 9 below.

4.3 The time of star formation and assembly of the stellar halo

We now examine the age of the stars and the assembly time of
the spheroidal stellar component. In Fig. 10, we show profiles of
the median spherically averaged formation look-back time (i.e. the
age) of stars, split by formation mode. Accreted stars (dashed blue
curve) are typically quite old (≈11–12 Gyr), whereas most of the
stars that formed in situ and which are located within 30 kpc or so
have a median age of ≈7–8 Gyr.

The finding that stars that were formed in situ are, on average,
younger than accreted stars, is consistent with our expectations
based on the hierarchical growth of structure. In particular, stars
that formed in situ are, by definition, those that formed in the MMP,
whereas accreted stars formed in less massive and typically dynam-
ically older satellites. For a (1–4) × 1012 M⊙ (DM) halo, the epoch
of formation, defined as the redshift where half the final DM mass
is in place (Lacey & Cole 1993), is z ≈ 1–1.5 (e.g. Wechsler et al.
2002), which corresponds roughly to the average star formation
time of the stars formed in situ. Of course, baryons feel not only the
effects of gravity, but also those of non-gravitational processes such
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Figure 17. Radial profiles of luminosity-weighted metallicity (ratio of total
metal mass fraction to the solar value) for spherical shells in our six haloes,
showing the mean (solid) and median (thick dotted) profiles, bracketed by
the 10th and 90th percentiles (dotted).

30–60 kpc (Richardson et al. 2009). Localized structure is most ap-
parent in the few-progenitor haloes: Aq-F shows a clear separation
into two components, while Aq-B and Aq-E exhibit global trends
of outwardly declining metallicity gradients. In all cases the mean
metallicity within the solar radius is relatively high. These features
can be explained by examining the relative weighting of contribu-
tions from individual progenitors at a given radius, as shown in the
density profiles of Fig. 15, bearing in mind the mass–metallicity
relation for satellites that arises in our model. Where massive pro-
genitors make a significant luminosity-weighted contribution, the
haloes are seen to be metal-rich. Overall, metallicity gradients are
shallower in those haloes where many significant progenitors make
a comparable contribution, smoothing the distribution over the ex-
tent of the halo. Conversely, metallicity gradients are steeper where
only one or two disproportionately massive satellites make con-
tributions to the halo (as indicated by the LFs of Fig. 9). Sharp
contrasts are created between the radii over which this metal-rich
material is deposited (massive satellites suffer stronger dynamical
friction and sink more rapidly, favouring their concentration at the
centres of haloes) and a background of metal-poor material from
less massive halo progenitors. This effect is clearly illustrated by

the sharp transition in Aq-F and at two locations (centrally and at
∼100 kpc) in Aq-E.

It follows that the process by which our smooth haloes are as-
sembled, which gives rise to the steep gradients of progenitor infall
time with redshift shown in Fig. 16, also acts to erase metallic-
ity gradients. As a result, measurements of (for example) [Fe/H]
alone do not constrain the local infall time; a metal-poor halo need
not be ‘old’ in the sense of early assembly. A particularly notable
example of this is Aq-E, where the centrally dominant metal-rich
material was assembled into the halo considerably earlier (z ∼ 3)
than the diffuse outer envelope of relatively metal-poor material
(z ∼ 1). This is a manifestation of a mass–metallicity relation in
satellites: at fixed luminosity, an earlier infall time is ‘compensated’
for by more rapid star formation, resulting in a comparable degree
of overall enrichment as that for a satellite with similar luminosity
infalling at lower redshift. Abundance ratios such as [α/Fe] indicate
the time taken by a given stellar population to reach its observed
level of enrichment, and so distinguish between rapidly forming
massive populations, truncated by early accretion to the halo, and
populations reaching similar mass and metallicity through gradual
star formation (e.g. Shetrone, Côté & Sargent 2001; Tolstoy et al.
2003; Venn et al. 2004; Robertson et al. 2005).

Fig. 18 shows luminosity-weighted metallicity distribution func-
tions (MDFs) for two selections of halo stars: a ‘solar shell’
(5 < r < 12 kpc; dashed lines) and the entire halo as defined
in Section 3.3 (dotted). We compare these to MDFs for stars in the
surviving satellites in each halo, separating bright (MV < −10, r <

280 kpc; thick, coloured) and ‘faint’ (−10 < MV < −5; thin, grey)
subsets. All distributions are normalized individually to the total
luminosity in their sample of stars.

The MDF of solar-shell halo stars is typically broad, and tends to
peak at slightly higher metallicity (by <0.5 dex) than the aggregated
surviving bright satellites. The halo as a whole is comparable to
the solar shell. A clear disparity is only evident in Aq-E, where
the halo appears to reflect more closely the distribution of fainter,
lower-metallicity satellites. In all cases, the MDF of these faint
satellites peaks at considerably lower metallicity than in the halo or
brighter satellites. We find that the ‘average’ halo has an equivalent
number of very metal-poor stars to the surviving bright satellites,
although there are clear exceptions in individual cases. The fainter
satellites have a substantially greater fraction of very metal-poor
stars, in accordance with their low mean metallicities. Surviving
satellites contain a greater fraction of moderately metal-poor stars
[log10(Z/Z⊙) < −2.5] than the halo.

Our halo models suggest that similar numbers of comparably
luminous (and hence metal-rich) satellites contribute to the bright
end of both the halo-progenitor and the surviving-satellite LFs,
and that these bright satellites are the dominant contributors to
the halo. This supports the view that halo MDFs should resemble
those of bright survivor satellites in their metal-poor tails. At very
low metallicities, the halo is dominated by the contribution of low-
luminosity satellites which are exclusively metal-poor; the stars
associated with these faint contributors are expected to represent
only a very small fraction of the total halo luminosity.

Finally, Fig. 19 compares the luminosity-weighted age distribu-
tions of halo stars in the solar shell with those in the surviving
satellites (MV < −5), separated into bright and faint subsets. The
average of all six haloes contains essentially no stars younger than
5 Gyr (if we exclude halo Aq-F, which is strongly influenced by
the late accretion of an SMC-like object, this minimum age rises
to 8 Gyr). The median age of halo stars is ∼11 Gyr. By con-
trast, the brightest satellites have a median age of ∼8 Gyr and a
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Figure 5. Left-hand panel: median spherically averaged stellar metallicity profiles. The solid red curve is the median stellar metallicity profile for all stars,
whereas the solid black curve is the median stellar metallicity profile for just the bulge+halo component. The finely (sparsely) hatched region encloses the 14th
and 86th (5th and 95th) percentiles of the stellar halo metallicity profile. The solid blue, green, cyan and orange circles represent M31 metallicity measurements
of Gilbert et al. (2009a), Kalirai et al. (2006), Richardson et al. (2009) and Koch et al. (2008), respectively. The observational data have been scaled to the same
set of solar abundances. Right-hand panel: median MDF in three radial bins. Significant negative metallicity gradients are a ubiquitous feature of the simulated
galaxy populations.

clearly visible in the left-hand panel of Fig. 3. This is also consistent
with the findings of previous theoretical studies of the stellar halo
(e.g. Bullock & Johnston 2005; Abadi et al. 2006). The difference
between the stellar and DM distributions likely stems from the
fact that the stars in infalling satellites are more tightly bound, and
thus less susceptible to tidal disruption, than their DM haloes. In
addition, the most massive satellites (which also have the highest
stellar mass fractions) will spiral more quickly into the centre due
to dynamical friction, which scales as mass-squared. Finally, in situ
star formation will occur preferentially in the central regions (due to
the higher gas densities there). These effects would produce a more
centrally concentrated stellar distribution, as seen in the simulations
as well as in the observations.

3.2.2 [Fe/H] and [α/Fe] radial profiles

The radial distribution of stellar metallicity is a particularly inter-
esting test of the simulations, since previous simulations/models in
the "CDM context have not been able to reproduce the significant
gradients seen in M31 and the MW. It is not presently clear why
this is the case. It may signal a fundamental problem with galaxy
formation in the "CDM context or that previous models of stellar
haloes neglected important physics, such as in situ star formation
or a sufficiently realistic implementation of chemodynamics.

In the left-hand panel of Fig. 5, we show the median spherically
averaged metallicity profile and system-to-system scatter about the
median. The metallicity, [Fe/H], of each star particle7 is computed

7 For consistency with the way the chemodynamics is done in the simula-
tions, we used the so-called ‘smoothed metallicities’ rather than ‘particle
metallicities’. See Wiersma et al. (2009b) for discussion. Switching to ‘par-
ticle metallicities’ has the effect of shifting the profiles in the left-hand panel
of Fig. 5 down by ≈0.2 dex, which, as discussed later in this paper, is smaller
than the uncertainties in the adopted empirical nucleosynthesis yields and
SNIa rates.

by taking the logarithm of the ratio of the iron-to-hydrogen mass
fraction of the star particle and subtracting from it the logarithm of
the iron-to-hydrogen mass fraction of the Sun (which we assume
is 0.001 56, consistent with the recent measurements and 3D mod-
elling of Asplund, Grevesse & Sauval 2005). A spherically averaged
metallicity profile is computed for each galaxy by computing the
mean of metallicity (i.e. ⟨[Fe/H]⟩) of star particles in radial bins.
The median profiles plotted in Fig. 5 are then computed by taking
the median of all of individual metallicity profiles in radial bins.

Interestingly, the stellar metallicity distribution shows a promi-
nent negative gradient over all radii, with the steepest decline exhib-
ited over the range 20 ! r ! 40 kpc. This is independent of whether
the disc component is included or not. The solid black curve and
shaded regions indicate that negative metallicity gradients are a
ubiquitous feature of the simulated galaxy populations. (This state-
ment is further confirmed in the middle panel Fig. 9 in Section 4,
which shows the system-to-system scatter in the difference in the
mean metallicity within and beyond 30 kpc.)

The solid blue, green, cyan and orange circles in Fig. 5 repre-
sent metallicity measurements of M31 from Gilbert et al. (2009a),
Kalirai et al. (2006), Richardson et al. (2009) and Koch et al. (2008),
respectively.8 The simulated profiles have a remarkably similar
shape to that derived by Gilbert et al. (2009a) and Kalirai et al.
(2006), which shows a drop of ≈0.7–0.8 dex over the wide radial
range of ≈10–150 kpc. The simulated profiles are also consistent
with the measurements of Richardson et al. (2009) (see also Chap-
man et al. 2006), which probe a much smaller dynamic range. The

8 Where appropriate we have adjusted the observational metallicity mea-
surements (by applying a constant offset) to account for differences in the
assumed solar abundances in the studies of Gilbert et al. (2009a), Kalirai
et al. (2006), Richardson et al. (2009) and Koch et al. (2008) from the so-
lar abundances of Asplund et al. (2005), which we use to normalize the
simulated profiles.
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We adopt fMB = 1 per cent as a reasonable match to the data
[noting also that it lies close to the power-law fit employed by
Bullock & Johnston (2005) to map luminosities to satellite sizes].
We believe the resulting satellites to be sufficiently converged at
the resolution of our Aq-2 simulations with this choice of fMB to
permit a statistical study of the disrupted population represented
by the stellar halo. In support of this assertion, we offer the fol-
lowing heuristic argument. The change in resolution from Aq-3 to
Aq-2 results in approximately three times more particles being se-
lected at fixed fMB; likewise, a change in fMB from 1 to 3 per cent
selects three times more particles at fixed resolution. Therefore,
as fMB = 3 per cent has converged at the resolution of Aq-3, it
is reasonable to expect that fMB = 1 per cent selects a sufficient
number of particles to ensure that satellite sizes are not dominated
by noise at the resolution of Aq-2. We show below that the most
significant contribution to the halo comes from a handful of well-
resolved objects with MV < −10, rather than from the aggregation
of many fainter satellites. Additionally, as demonstrated for exam-
ple by Peñarrubia, McConnachie & Navarro (2008a), Peñarrubia,
Navarro & McConnachie (2008b), Peñarrubia et al. (2009), there
is a ‘knife-edge’ between the onset of stellar stripping and total
disruption for stars deeply embedded within the innermost few per
cent of the DM in a halo. We conclude that premature stripping re-
sulting from an over-extension of very small satellites in our model
is unlikely to alter the gross properties of our stellar haloes.

The points raised above in connection with Fig. 3 make clear
that the in vivo particle-tagging approach demands extremely high
resolution, near the limits of current cosmological N-body simula-
tions. The choice of fMB = 1 per cent in this approach (from an
acceptable range of 1 to 3 per cent) is not arbitrary. For example, a
choice of fMB = 10 per cent (either as a round-number estimate or
as necessitated by limited resolution (e.g. De Lucia & Helmi 2008)
would result in unrealistically large stars.

For the remainder of this paper we concentrate on the higher
resolution Aq-2 simulations. In Fig. 4 we fix fMB at 1 per cent

and compare the surviving satellites from all six of our haloes
with observational data for three properties correlated with absolute
magnitude: effective radius, reff , mean luminosity-weighted line-
of-sight velocity dispersion, σ , and central surface brightness, µ0

(although the latter is not independent of reff ). In all cases our model
satellites agree well with the trends and scatter in the data brighter
than MV = −5.

The force softening scale of the simulation (indicated in the first
and third panels by dashed lines) effectively imposes a maximum
density on satellite dark haloes. At this radial scale we would ex-
pect reff to become independent of magnitude for numerical reasons:
Fig. 4 shows that the reff (MV) relation becomes steeper for galax-
ies fainter than MV ∼ −9 , corresponding to reff ∼ 200 pc. This
resolution-dependent maximum density corresponds to a minimum
surface brightness at a given magnitude. The low-surface-brightness
limit in the Milky Way data shown in the right-hand panel of
Fig. 4 corresponds to the completeness limit of current surveys (e.g.
Koposov et al. 2008; Tollerud et al. 2008). The lower surface bright-
ness satellite population predicted by our model is not, in principle,
incompatible with current data.

In Fig. 5, we show the relationship between total luminosity
and the mass of DM enclosed within 300 pc, M300, for our sim-
ulated satellites in all haloes. This radial scale is well-resolved in
the level 2 Aquarius simulations (see also Font et al., in prepara-
tion). Our galaxies show a steeper trend than the data of Strigari
et al. (2008), with the strongest discrepancy (0.5 dex in M300) for
the brightest satellites. Nevertheless, both show very little variation,
having M300 ∼ 107 M⊙ over five orders of magnitude in luminos-
ity. In agreement with previous studies using semi-analytic models
and lower-resolution N-body simulations (Macciò, Kang & Moore
2009; Li et al. 2009; Koposov et al. 2009; Busha et al. 2010),
and N-body gasdynamic simulations (Okamoto & Frenk 2009),
we find that this characteristic scale arises naturally as a result of
astrophysical processes including gas cooling, star formation and
feedback.

Figure 4. Projected half-light radius (left), mean luminosity-weighted 1D velocity dispersion (centre) and central surface brightness (right) of simulated
satellite galaxies (defined by rGC < 280 kpc) that survive in all haloes at z = 0, as a function of absolute V-band magnitude. Observational data for Milky Way
and M31 satellites are shown as orange symbols; values are from Mateo (1998) and other authors as follows: bright satellites (triangles pointing right, Grebel,
Gallagher & Harbeck 2003); faint MW satellites discovered since 2005 (triangles pointing up, Martin, de Jong & Rix 2008); M31 dwarf spheroidals (triangles
pointing left, McConnachie et al. 2006; Martin et al. 2009); M31 ellipticals (squares); Local Group ‘field’ dwarf spheroidals and dwarf irregulars (stars). In the
central panel we use data for Milky Way satellites only tabulated by Wolf et al. (2009) and for the SMC, Grebel et al. (2003). In the rightmost panel, we plot
data for the Milky Way and M31 (Grebel et al. 2003; Martin et al. 2008). A dashed line indicates the surface brightness of an object of a given magnitude with
reff = 2.8ϵ, the gravitational softening scale (see Section 2.1).
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Figure 2. Examples of individual satellites in our models (solid black lines), compared to Fornax (red) and Carina (blue), showing surface brightness (left,
Irwin & Hatzidimitriou 1995) and line-of-sight velocity dispersion (right, Walker et al. 2009). With our fiducial GALFORM model, simultaneous matches to both
σ (R) and µ(R) for these data sets are found only among satellites that have undergone substantial tidal stripping (see text).

This results in slightly more compact galaxies than in our standard
in vivo approach, where mergers and tidal forces (and relaxation
through two-body encounters for objects near the resolution limit)
can increase the energies of tagged DM particles. However, we find
that this makes little difference to the results that we discuss below.

3.2.3 Parameter constraints and convergence

We now compare the z = 0 satellite populations of our models with
trends observed in the dwarf companions of the Milky Way and
M31 in order to determine a suitable choice of the fixed fraction,
fMB, of the most bound DM particles selected in a given halo.
Our aim is to study the stellar halo, and therefore we use the sizes
of our surviving satellites as a constraint on fMB and as a test
of convergence. Within the range of fMB that produces plausible
satellites, the gross properties of our haloes, such as total luminosity,
change by only a few per cent.

In Fig. 3, we show the relationship between the absolute mag-
nitudes, MV, of satellites (combining data from two of our simula-
tions, Aq-A and Aq-F), and the projected radius enclosing one half
of their total luminosity, which we refer to as the effective radius,
reff . We compare our models to a compilation of dwarf galaxy data
in the Local Group, including the satellites of the Milky Way and
M31. The slope of the median relation for our satellites agrees well
with that of the data for the choices fMB = 1 per cent and 3 per
cent. It is clear that a choice of 5 per cent produces bright satellites
that are too extended, while for 0.5 per cent they are too compact.
We therefore prefer fMB = 1 per cent. A more detailed compar-
ison to the data at this level is problematic: the observed sample
of dwarf galaxies available at any given magnitude is small, and
the data themselves contain puzzling features such as an apparently
systematic difference in size between the bright Milky Way and
M31 satellites.

Fig. 3 also shows (as dotted lines) the same results for our model
run on the lower-resolution simulations of haloes Aq-A and Aq-F.
The particle mass in the Aq-3 series is approximately three times
greater than in Aq-2, and the force softening scale is larger by a
factor of 2. We concentrate on the convergence behaviour of our
simulations for galaxies larger than the softening length, and also
where our sample provides a statistically meaningful number of
galaxies at a given magnitude; this selection corresponds closely to
the regime of the brighter dwarf spheroidal satellites of the Milky
Way and M31, −15 < MV < −5. In this regime, Fig. 3 shows

Figure 3. Median effective radius reff (enclosing half of the total luminosity
in projection) as a function of magnitude for model satellites in haloes Aq-A
and Aq-F at z = 0. A thin vertical dashed line indicates the softening scale of
the simulation: reff is unreliable close to this value and meaningless below it.
Thick lines represent our higher-resolution simulations (Aq-2) using a range
of values of the fraction of most bound particles chosen in a stellar population
assignment, fMB. Dotted lines correspond to lower resolution simulations
(Aq-3) of the same haloes. A thick dashed line shows the corresponding
median of observations of Local Group dwarf galaxies. These galaxies, and
our model data points for all haloes in the Aq-2 series with fMB = 1 per
cent, are plotted individually in Fig. 4.

convergence of the median relations brighter than MV = −5 for
fMB = 3 and 5 per cent. The case for fMB = 1 per cent is less clear-
cut. The number of particles available for a given assignment is set
by the mass of the halo; haloes near the resolution limit (with ∼100
particles) will, of course, have only ∼1 particle selected in a single
assignment. In addition to this poor resolution, galaxies formed by
such small-number assignments are more sensitive to spurious two-
body heating in the innermost regions of subhaloes. We therefore
expect the resulting galaxies to be dominated by few-particle ‘noise’
and to show poor convergence behaviour.

C⃝ 2010 The Authors. Journal compilation C⃝ 2010 RAS, MNRAS 406, 744–766
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Figure 3. Points plot stellar mass M⋆ against projected half-mass radius
R50 for all galaxies in our full particle-tagging models; colours correspond
to different values of fmb. Dotted lines of the same colours show our analytic
approximation for the sizes of all central galaxies in Millennium II, using
their in situ stellar mass and z = 1 halo properties. The dashed grey line
and shaded region plot the late-type galaxy relation of Shen et al. (2003)
and its 1σ range. The dot–dashed grey line shows the early-type galaxy
relation of Guo et al. (2009) corrected from a Kroupa to a Chabrier IMF
using # log10 M⋆/M⊙ = −0.04. The green triangle corresponds to a stack
of deep images of 14 nearby ellipticals (van Dokkum et al. 2010).

galaxies dominated by in situ star formation, and how those sizes
vary with the scale of the dark matter potential. Based on this, we
can determine a range of suitable fmb values empirically, by compar-
ing the predicted relation between stellar mass (M⋆) and projected
half-mass radius (R50) to observations of galaxies dominated by in
situ star formation, i.e. those with log10M⋆ ! 10.8; e.g. Guo & White
2008). By using only in situ stars to constrain fmb, the distribution of
accreted stars remains a valid prediction of our model. With a similar
approach, C10 found that fmb = 1 per cent gave reasonable agree-
ment between their simulations and the M⋆ − R50 relation of dwarf
satellite galaxies in the Local Group. We re-examine the choice of
fmb because C10 considered only galaxies that were predominantly
satellites, with very different stellar and dark matter mass scales to
those in our simulation.

In Fig. 3, we show the median M⋆ − R50 relation for all galaxies
in our full particle-tagging model at z = 0 (red, green and blue
points, corresponding to fmb = 10, 5 and 1 per cent, respectively).
Each galaxy in the model contributes three values of R50 from
three orthogonal projections to its M⋆ bin. Model galaxies have a
considerable scatter in R50 at fixed stellar mass (the 16–84 percentile
range for fmb = 1 per cent is shown by the error bars on the blue
points; other values of fmb have very similar scatter). Note that our
sample contains only 13 galaxies with M⋆ > 1011.5 M⊙.

At M⋆ ! 1011 M⊙, where galaxies in our model are dominated
by in situ stars, we can use our analytic approximation to extrap-
olate our results below the limit of M⋆ ≥ 5 × 1010 M⊙ we im-
posed when selecting galaxy merger trees for tagging. We take
all central galaxies at z = 0 in the G11 Millennium II catalogue

with 108 ≤ M⋆ < 1011.1 M⊙ and use the virial radius (r200) and
concentration3 c of their dark matter haloes at z = 1 to predict R50

at z = 0. These predictions are shown as dotted lines in Fig. 3. They
agree roughly with the results of the full tagging model in the range
where they overlap, although we find that R50 is underestimated by
∼33 per cent for fmb = 1 per cent. This is not surprising as the fmb = 1
per cent results are most sensitive to the simple representation of
the central dark matter potential.

This extrapolation confirms that our tagging model produces a
curved log10 M⋆ − log10 R50 relation similar to the observed relation
of Shen et al. (2003) for late-type galaxies (grey dashed line with 1σ

scatter). At lower M⋆ the model with fmb = 1 per cent underpredicts
the observed relation. Our approximation predicts that a model with
fmb ≈ 3 per cent would be closer to the data; fmb = 5 per cent is also
plausible, as the Shen et al. (2003) relation may underpredict the
sizes of edge-on galaxies by ∼0.15 dex (e.g. Dutton et al. 2007).
On the other hand, the relation from our model also includes early-
type galaxies, which are known to be significantly more compact
at than late types at M⋆ ! 1011 M⊙ (Shen et al. 2003). Kauffmann
et al. (2003a) do not separate galaxies by morphology and find
R50 = 2.38 kpc (h = 0.73) for 10.0 < log10M⋆ < 10.5 which supports
1 ! fmb ! 3 per cent.

Having determined a plausible range of fmb with reference to
in situ stars, we can now examine the predictions of these models
for more massive galaxies that are dominated by accreted stars. In
Fig. 3, the mass–size relation clearly steepens at M⋆ > 1011 M⊙
(e.g. Shen et al. 2003; Hyde & Bernardi 2009). In this regime, the
fmb = 1 per cent model follows approximately the relation for early-
type galaxies found by Guo et al. (2009; grey dot–dashed line4).
This relation agrees with the results of van Dokkum et al. (2010)
(green triangle), who stacked Sèrsic fits to individual deep images
of 14 galaxies with log10⟨M⋆⟩/M⊙ = 11.45 from a mass-selected
and approximately volume-limited sample of early types (Tal et al.
2009).

A value of fmb = 5 per cent, which gives a reasonable scale for in
situ stars in lower mass galaxies, overpredicts R50 from Guo et al.
(2009) by ∼0.15 dex at M⋆ > 1011 M⊙. A value of fmb = 10 per
cent overpredicts R50 by ! 0.3 dex, indicating that our predictions
for R50 in this mass range are less sensitive to fmb than they are for
in situ dominated galaxies, where R50 changes by ∼0.5 dex over the
same range in fmb. As we will show in the following section, this
sensitivity is still mostly driven by the strong effect of fmb on the
scale of in situ stars even in very massive galaxies. The effects on
the accreted component are even weaker, the most notable being an
increase in R50 with fmb because more extended satellite galaxies
are more easily stripped.

The apparent excess in R50 at M⋆ > 1011.5 M⊙ even for an
fmb ∼ 1 per cent model may arise in part because masses and sizes
derived from SDSS photometric measurements miss a substantial
fraction of light in the outer regions of massive galaxies with high
Sèrsic index (Graham et al. 2005; Bernardi et al. 2007, 2012; Lauer
et al. 2007; Blanton et al. 2011; Meert, Vikram & Bernardi 2013;
Mosleh, Williams & Franx 2013).

3 We determine c as c = 2.16 r200/rmax where rmax is the radius of maximum
circular velocity (e.g. Cole & Lacey 1996).
4 We note that the observations plotted in fig. 8 of Guo et al. (2009) for
M⋆ > 1011.5 M⊙ lie systematically above the linear relation we plot, which
suggests that the relation may curve upwards at higher M⋆ (e.g. Bernardi
et al. 2011).
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The particle-tagging technique associates (‘tags’) sets of dark
matter particles in an N-body simulation (here Millennium II) with
stellar populations of a single metallicity and age. The tagged parti-
cles can be used to track the evolution of their associated population
in phase space, from the time when the stars form to the present
day (z = 0). Our definition of a stellar population comprises all the
stars formed in a single galaxy between two consecutive snapshots
of the G11 model. An isolated galaxy that forms stars at a constant
rate for a Hubble time will produce a number of these populations
equal to the number of simulation snapshots. All model galaxies at
z = 0 are a superposition of many such populations, because they
accrete populations formed in their hierarchical progenitors as well
as forming their own stars in situ.

For every population, particles are selected according to a tagging
criterion (described below). An equal fraction of the total mass of the
population is given to each particle thus selected. Every new pop-
ulation tags a new set of particles, selected from the corresponding
dark matter halo at the snapshot immediately after the population
forms. This means that a DM particle can be tagged more than
once, if it meets the tagging criterion for two or more populations
(by construction, this can only happen at different snapshots). In
such cases, each tag is tracked separately. A corollary is that each
tagged particle carries its own unique star formation and enrichment
history, with the time resolution of the Millennium II snapshots.

2.3 Tagging criterion and the fmb parameter

The particles we select for tagging are supposed to approximate the
phase space distribution of the stars immediately after they form.
Stars are the end result of dissipative collapse, so a basic requirement
is that particles tagged with newly formed stars should be deeply
embedded in the potential well of their dark halo when we tag them.
We achieve this by ranking DM particles in the halo by their binding
energy and selecting all those more bound than a threshold value,
corresponding to a fixed fraction of the mass of the halo. Following
C10, we call this free parameter of the method the ‘most-bound
fraction’, fmb. A value of fmb = 0.01 means that we selected the
1 per cent most-bound particles.

The choice of fmb is more-or-less arbitrary, but this freedom allows
us to tune the scalelength of the in situ components of our galaxies
in a predictable way. This is because, in an NFW potential (Navarro,
Frenk & White 1996b), the surface density profile of dark matter
more bound than a given energy is roughly exponential (at least
for fmb < 10 per cent), with a scale radius that depends on the
threshold energy. This result can be verified easily by integrating the
cumulative energy distribution of an NFW halo up to a given fraction
of its virial mass, and constructing the corresponding density profile
from the phase space distribution function. We have done this using
numerical approximations for the distribution function and density
of states given by Widrow (2000) for a spherical NFW halo with an
isotropic velocity distribution.

To illustrate this point, Fig. 2 shows the profile of in situ stars
in two ‘Milky Way’ mass haloes from Millennium II (top and bot-
tom panels), according to our full particle-tagging model (dots) with
fmb = 1 per cent (blue) and fmb = 10 per cent (red). Dotted lines show
the profile we obtain using the Widrow (2000) distribution function
to select the equivalent most-bound mass fraction at z = 1, by which
time most of the stars in these galaxies have already formed (the
central regions of these haloes are very stable thereafter, e.g. Wang
et al. 2011). The dotted profiles are not exactly exponential because
our procedure obviously imposes an energy threshold, which corre-
sponds to a truncation radius. Solid lines show exponential profiles

Figure 2. Dots show in situ surface density profiles in two Milky Way-like
haloes at z = 0 from G11, predicted by our particle-tagging model with
fmb = 1 per cent (blue) and 10 per cent (red). Upper and lower panels,
respectively, correspond to galaxies with M200 = (12.1, 12.3), M⋆ = (10.8,
10.9) and NFW concentration c = (7.2, 8.2). Dotted lines show density
profiles for the corresponding fractions of most bound DM particles at z = 1
(assuming an isotropic NFW distribution function with virial radius and
concentration given by the N-body halo of each galaxy), normalized to
the same stellar mass. Solid lines show exponential profiles with the same
amplitude and half-mass radius as the dotted lines.

that have the same scale radius as the dotted profiles – these roughly
approximate the diffusion of tagged particles across the initial en-
ergy threshold over time. Note that because we perform our tagging
procedure at every snapshot, each new population in our full model
will have a different amount of time to diffuse away from its initial
configuration.

We stress that our model for the structure of merger remnants is
not purely collisionless, because the G11 model explicitly includes
enhanced dissipative star formation (in the bulge component) during
mergers. This is important because hydrodynamical simulations
of galaxy mergers have shown that nuclear starbursts increase the
central phase space density of merger remnants (Hernquist, Spergel
& Heyl 1993; Robertson et al. 2006; Hopkins et al. 2008). We
include stars formed in these bursts in our tagging in the same way
as those formed in the ‘quiescent’ mode.

2.4 Constraints on fmb from the galaxy mass–size relation

From the above, we conclude that our analytic approximation can
reproduce the z = 0 density profiles of particles that we tag to
represent in situ stars with reasonable accuracy. This provides an
intuitive understanding of why the parameter fmb sets the sizes of
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Figure 1. The distribution of stars in radius-circularity space for Aq-C (left column), Aq-D (centre column) and Aq-E (right column).
Panels in the top row include all stars bound to the main dark matter halo (r < 90 kpc), while the middle and bottom rows include
only accreted and in situ stars respectively. Dashed horizontal lines indicate the circularity cut used to define disc stars. Dashed vertical
lines mark the 5 kpc cut in radius used to define bulge stars. All stars outside these regions are classified as halo stars. The colour scale
corresponds to the logarithm of the number of star particles.

a plane normal to the net angular momentum vector of the
whole stellar component. A coordinate system is chosen such
that the net angular momentum vector of all stars within
0.2r

200

points in the positive z-direction. The circularity of
each star’s orbit is then defined as

E
E

=
Jz

J
circ

(E)
, (1)

where Jz is the z component of the star’s specific angular
momentum and J

circ

(E) is the specific angular momentum
of a star with the same binding energy on a circular orbit. All
stars with E

E

> 0.8 are identified with the central galactic
disc and excluded from our halo star sample.

Fig. 1 shows the distribution of stellar circularity as a
function of radius in our three simulations. A concentra-
tion of corotating stars on near-circular orbits extending to
⇠ 30 kpc is obvious in all cases, which we identify with the
thin disc. A number of streams on pro- and retrograde orbits
are also visible at large radii.

At r . 5 kpc the density of stars on non-circular orbits
is comparable to the density of stars in the disc. We identify
this complex region with a galactic bulge. To simplify our

definition of the stellar halo, we exclude all stars with r <
5 kpc, regardless of circularity. This cut is easy to apply to
both models and data. It also follows the loose convention
of most Milky Way stellar halo work, in which stars more
than a few kiloparsecs interior to the Solar Neighbourhood
are excluded (the exception being those high above the disc
plane) even though the inward extrapolation of a canonical
r�3 density profile would predict a substantial mass of halo
stars in the centre of the Galaxy (see also the discussion in
Cooper et al. 2010).

Fig. 1 further separates star particles into accreted
(middle row) and in situ (bottom row) according to whether
or not they are bound to the main branch progenitor of each
dark matter halo at the first snapshot after their formation.
Star particles that are first bound to a dark matter halo
other than the main progenitor are considered as accreted,
even if they form in a subhalo of the main branch (i.e. if they
form in a satellite galaxy of the Milky Way analogue) and
are subsequently stripped1. Table 2 summarizes the total

1 This is an important di↵erence with the work of Tissera et al.

c� 2013 RAS, MNRAS 000, 1–13
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Figure 11. Stellar mass density profile of the main halo in AqC-SPH
(black), as in previous figures, compared with the results of tagging (f

mb

=

5 per cent) based on a GALFORM model in AqC-DM (cyan). For compar-
ison we show the profile obtained by tagging in AqC-SPH based on the
SPH star formation history (green), and an alternative GALFORM model
with stronger feedback applied to AqC-DM (teal). Dashed lines show the
accreted component in each case, with the lower panel showing the ratio of
accreted components to that represented by star particles in AqC-SPH.

straightforward as it sounds. The dark matter distributions of the
two versions can diverge for reasons other than those relevant to
particle tagging (see Section 1). In particular, the growth rates of
DM haloes, hence their star formation rates, differ both for physical
reasons (discussed for example in Sawala et al. 2014) and stochas-
tically, because of small differences in the centre-of-mass trajec-
tories of haloes and the timing of outputs. Such small differences
between the two simulations muddy an exact correspondence, par-
ticularly for highly nonlinear regimes such as the Milky Way satel-
lite system at z = 0. It is therefore most instructive to ‘copy’ star
formation histories for specific well-matched systems, rather than
globally, as we do in section 4.2.

4.1.2 Tagging

The green lines in Fig. 11 show the results of tagging in AqC-SPH
with f

mb

= 5% (as in Fig. 7). Comparison of this line to the
AqC-DM result with the weak feedback GALFORM model (cyan)
shows extremely close correspondence, much closer than that be-
tween AqC-DM and the star particles in AqC-SPH. We conclude
that the approximation of fixed fraction tagging is responsible for
the most significant discrepancy between full SPH and DM-only
predictions. We have shown that more complex tagging schemes
implemented on AqC-SPH – in particular varying f

mb

according
to local conditions and using multiple values of f

mb

in the case of

Figure 12. Analogous to Fig. 11, stellar mass density profile of the most
massive satellite AqC-SPH (black) compared with the results of tagging
(f

mb

= 5 per cent) based on a GALFORM model in AqC-DM (cyan).
[FIXME DM profiles]

multiple dynamical populations formed at the same time – can in
many case reproduce the SPH star particle results more accurately
(section 3.1 and Figs. 3 and 4). Similar elaborations of the scheme
implemented on a collisionless simulation may also show an im-
proved correspondence over fixed fraction tagging.

4.1.3 Modification of DM potentials

Baryonic physics such as dissipative collapse and feedback modify
dark matter potentials, both increasing and decreasing central den-
sity (cites) and increasing oblateness. The severity of this modifica-
tion depends on many factors, for example the gas dynamics con-
trolling when and where stars form relative to the growth of their
host potentials, dynamical processes such as violent relaxation oc-
curring after star formation, and nature of feedback. Consequently,
predictions for the effects of baryons on dark matter vary with
galactic scale and are highly model-dependent (cites). This prob-
lem is arguably under control for the latest generation of hydrody-
namical simulations, which predict [FIXME etc]. See Le Bret et
al. (2015).

[FIXME DM Profile plots. Size-mass plot for Galform/DM
results.]

In the following section we isolate a particular case in which a
luminous satellite is stripped in a modified region of the potential,
interacts with the baryonic disc and
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Figure 12. Non-parametric density profile fit to the smooth halo for the
metallicity range −2.5 < [Fe/H] < −1.7, as a function of (3D) radius r.
The filled circles show the anchors of the most likely halo model, with the
corresponding error bars marking 1σ uncertainties derived from the Markov
chain. The continuous line demonstrates the smooth spline function that the
algorithm generates to interpolate the density. To aid visual interpretation, we
have overlaid a γ = −3 profile (dotted line) and a γ = −4 profile (dashed line).
The flattening of this model is q = 1.11 ± 0.04.
(A color version of this figure is available in the online journal.)

between [Fe/H] = −2.5 and [Fe/H] = 0.0, using the 13 Gyr
Dartmouth isochrone model, as discussed above. The upper
color limit was imposed on the sample as we deemed that it was
the only practical way of avoiding overwhelming contamination
by foreground dwarf stars, but it can be appreciated from an
inspection of Figure 6 that the limit excludes most of the
evolved metal-rich RGB stars from our sample. Fortunately,
it is possible to use the same isochrone models to estimate the
number of stars that were missed by the cut and correct for the
absent members. The model estimates that no stars are missing
below [Fe/H] = −1.1, but for more metal-rich populations the
correction ramps up to a factor of 3.8 at [Fe/H] = 0.0. For
younger populations the correction is somewhat smaller: for
instance a 9 Gyr old model predicts a correction of a factor of
3.3 at [Fe/H] = 0.0.

In the discussion above, we have seen that what we have
dubbed the “smooth component” follows a power law with index
Γ ∼ −2 in projection, with the metal-poor stars following this
behavior quite closely. This motivates the use of logarithmic
distance bins, since Γ = −2 would imply equal numbers of
stars present in each interval. Figure 16 shows the sample
distributed into five such intervals between R = 27.2 kpc (2◦)
and R = 150 kpc. The raw star counts are displayed as points
with uncertainties connected by a dashed line. We also show the
counts corrected for the incompleteness of the red stars beyond
(g − i)0 = 1.8; these are connected with the continuous line.

The left column of Figure 16 shows the full sample (minus
satellites), while the distributions in the right column have
had the substructure masked out (using the mask displayed in
Figure 10(e)). These data show a clear metallicity gradient in
both the full and masked samples. The bottom row of Figure 16
displays the different radial bins on the same scale to allow the
reader an appreciation of the relative density present in each

Figure 13. Star-count profile of the smooth metal-poor (−2.5 < [Fe/H] < −1.7) population as a function of projected radial distance. Panel (a) corresponds to the
full unmasked survey (but regions around known satellites are excluded), while panel (b) is masked with the mask shown in Figure 10(d). In both panels, the data for
all azimuthal angles is shown in black. We also show the profiles of the four quadrants individually, color-coded according to quadrant as indicated in the diagram.
A small radial offset has been applied to the colored data points in order to make them easier to see. The overall normalization (i.e., the vertical offset) has been set
by comparison to Dartmouth stellar population models. For the models, we assumed an age of 13 Gyr, [α/Fe] = 0.0 and a log-normal initial mass function; we also
examined 9 Gyr models, but the differences (which can be appreciated from Table 4) were found to be relatively small. The dashed line is a linear fit to the full profile,
implying a (projected) power-law slope of Γ = −2.30 ± 0.02 and Γ = −2.08 ± 0.02, respectively, for the unmasked and masked samples. The larger uncertainties
marked in brackets on the diagrams are derived from taking the rms scatter in azimuthal bins as an estimate of the uncertainty in the profile.
(A color version of this figure is available in the online journal.)
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Figure 11. Stellar mass density profile of the main halo in AqC-SPH
(black), as in previous figures, compared with the results of tagging (f

mb

=

5 per cent) based on a GALFORM model in AqC-DM (cyan). For compar-
ison we show the profile obtained by tagging in AqC-SPH based on the
SPH star formation history (green), and an alternative GALFORM model
with stronger feedback applied to AqC-DM (teal). Dashed lines show the
accreted component in each case, with the lower panel showing the ratio of
accreted components to that represented by star particles in AqC-SPH.

straightforward as it sounds. The dark matter distributions of the
two versions can diverge for reasons other than those relevant to
particle tagging (see Section 1). In particular, the growth rates of
DM haloes, hence their star formation rates, differ both for physical
reasons (discussed for example in Sawala et al. 2014) and stochas-
tically, because of small differences in the centre-of-mass trajec-
tories of haloes and the timing of outputs. Such small differences
between the two simulations muddy an exact correspondence, par-
ticularly for highly nonlinear regimes such as the Milky Way satel-
lite system at z = 0. It is therefore most instructive to ‘copy’ star
formation histories for specific well-matched systems, rather than
globally, as we do in section 4.2.

4.1.2 Tagging

The green lines in Fig. 11 show the results of tagging in AqC-SPH
with f

mb

= 5% (as in Fig. 7). Comparison of this line to the
AqC-DM result with the weak feedback GALFORM model (cyan)
shows extremely close correspondence, much closer than that be-
tween AqC-DM and the star particles in AqC-SPH. We conclude
that the approximation of fixed fraction tagging is responsible for
the most significant discrepancy between full SPH and DM-only
predictions. We have shown that more complex tagging schemes
implemented on AqC-SPH – in particular varying f

mb

according
to local conditions and using multiple values of f

mb

in the case of

Figure 12. Analogous to Fig. 11, stellar mass density profile of the most
massive satellite AqC-SPH (black) compared with the results of tagging
(f

mb

= 5 per cent) based on a GALFORM model in AqC-DM (cyan).
[FIXME DM profiles]

multiple dynamical populations formed at the same time – can in
many case reproduce the SPH star particle results more accurately
(section 3.1 and Figs. 3 and 4). Similar elaborations of the scheme
implemented on a collisionless simulation may also show an im-
proved correspondence over fixed fraction tagging.

4.1.3 Modification of DM potentials

Baryonic physics such as dissipative collapse and feedback modify
dark matter potentials, both increasing and decreasing central den-
sity (cites) and increasing oblateness. The severity of this modifica-
tion depends on many factors, for example the gas dynamics con-
trolling when and where stars form relative to the growth of their
host potentials, dynamical processes such as violent relaxation oc-
curring after star formation, and nature of feedback. Consequently,
predictions for the effects of baryons on dark matter vary with
galactic scale and are highly model-dependent (cites). This prob-
lem is arguably under control for the latest generation of hydrody-
namical simulations, which predict [FIXME etc]. See Le Bret et
al. (2015).

[FIXME DM Profile plots. Size-mass plot for Galform/DM
results.]

In the following section we isolate a particular case in which a
luminous satellite is stripped in a modified region of the potential,
interacts with the baryonic disc and
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Figure 12. Non-parametric density profile fit to the smooth halo for the
metallicity range −2.5 < [Fe/H] < −1.7, as a function of (3D) radius r.
The filled circles show the anchors of the most likely halo model, with the
corresponding error bars marking 1σ uncertainties derived from the Markov
chain. The continuous line demonstrates the smooth spline function that the
algorithm generates to interpolate the density. To aid visual interpretation, we
have overlaid a γ = −3 profile (dotted line) and a γ = −4 profile (dashed line).
The flattening of this model is q = 1.11 ± 0.04.
(A color version of this figure is available in the online journal.)

between [Fe/H] = −2.5 and [Fe/H] = 0.0, using the 13 Gyr
Dartmouth isochrone model, as discussed above. The upper
color limit was imposed on the sample as we deemed that it was
the only practical way of avoiding overwhelming contamination
by foreground dwarf stars, but it can be appreciated from an
inspection of Figure 6 that the limit excludes most of the
evolved metal-rich RGB stars from our sample. Fortunately,
it is possible to use the same isochrone models to estimate the
number of stars that were missed by the cut and correct for the
absent members. The model estimates that no stars are missing
below [Fe/H] = −1.1, but for more metal-rich populations the
correction ramps up to a factor of 3.8 at [Fe/H] = 0.0. For
younger populations the correction is somewhat smaller: for
instance a 9 Gyr old model predicts a correction of a factor of
3.3 at [Fe/H] = 0.0.

In the discussion above, we have seen that what we have
dubbed the “smooth component” follows a power law with index
Γ ∼ −2 in projection, with the metal-poor stars following this
behavior quite closely. This motivates the use of logarithmic
distance bins, since Γ = −2 would imply equal numbers of
stars present in each interval. Figure 16 shows the sample
distributed into five such intervals between R = 27.2 kpc (2◦)
and R = 150 kpc. The raw star counts are displayed as points
with uncertainties connected by a dashed line. We also show the
counts corrected for the incompleteness of the red stars beyond
(g − i)0 = 1.8; these are connected with the continuous line.

The left column of Figure 16 shows the full sample (minus
satellites), while the distributions in the right column have
had the substructure masked out (using the mask displayed in
Figure 10(e)). These data show a clear metallicity gradient in
both the full and masked samples. The bottom row of Figure 16
displays the different radial bins on the same scale to allow the
reader an appreciation of the relative density present in each

Figure 13. Star-count profile of the smooth metal-poor (−2.5 < [Fe/H] < −1.7) population as a function of projected radial distance. Panel (a) corresponds to the
full unmasked survey (but regions around known satellites are excluded), while panel (b) is masked with the mask shown in Figure 10(d). In both panels, the data for
all azimuthal angles is shown in black. We also show the profiles of the four quadrants individually, color-coded according to quadrant as indicated in the diagram.
A small radial offset has been applied to the colored data points in order to make them easier to see. The overall normalization (i.e., the vertical offset) has been set
by comparison to Dartmouth stellar population models. For the models, we assumed an age of 13 Gyr, [α/Fe] = 0.0 and a log-normal initial mass function; we also
examined 9 Gyr models, but the differences (which can be appreciated from Table 4) were found to be relatively small. The dashed line is a linear fit to the full profile,
implying a (projected) power-law slope of Γ = −2.30 ± 0.02 and Γ = −2.08 ± 0.02, respectively, for the unmasked and masked samples. The larger uncertainties
marked in brackets on the diagrams are derived from taking the rms scatter in azimuthal bins as an estimate of the uncertainty in the profile.
(A color version of this figure is available in the online journal.)
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Figure 8. The best-fit total mass inside a fixed radius compared
to the true mass inside that radius. Errors are obtained through
error propagation from the covariance matrix of ρs and rs, with
the correlated error between ρs and rs included. The black dashed
line marks equality between the measured and true mass.

outer slope would cause an increase in the recovered halo
mass and a corresponding decrease in halo concentration;
conversely, an increase in the inner slope would cause a de-
crease in the halo mass and an increase in the concentra-
tion. As a result, uncertainties in the fit to the tracer den-
sity profile may further bias the best fit halo parameters.
For example, the best-fit (green dashed) curve in the halo C
panel of Fig. 2 agrees well with the true profile (red points)
inside 170 kpc but is somewhat shallower at larger radii.
If we fix the three spatial parameters in our fit to halo C
to those given by a conventional reduced-χ2 best-fit to the
tracer density (dashed black curve in Fig. 2) the best-fit halo
mass is boosted by about 10%. If the tracer density profiles
deviate from the double power-law form, these correlations
between halo parameters and spatial parameters would in-
troduce further bias to the best-fit halo mass.

Lastly, we note that correlations between the three spa-
tial parameters are strong as well. This quantifies our earlier
finding that, in the case of halo A, adding tangential veloc-
ities as constraints in the fit makes the outer slope of the
tracer density profile shallower and the break radius smaller,
but results in very little perceptible change in the overall
profile shape. Hence, good fits to the tracer density profiles
may not be unique. An increase in r0 can be roughly com-
pensated by a corresponding increase of both α and γ.

5.2 Unrelaxed dynamical structures

The model distribution function used in our analysis as-
sumes that the tracer population is in dynamical equilibrium
and hence the phase-space density of tracers is conserved.
Our mock halo stars are all accreted from satellite galaxies,

with a range of accretion times. Some prominent phase-space
structures, such as stellar streams, may therefore violate the
assumption of dynamical equilibrium. In this section we ask
how the presence of unrelaxed dynamical structures affects
our results.

We expect the dynamical state of stars in our mock cat-
alogue to depend on the infall redshift of their parent satel-
lite, at least approximately (satellites on different orbits will
have different rates of stellar stripping). We might expect to
obtain an improved mass estimate if we use only stars from
satellites that fell in earlier, because they have had more
time to relax in the host potential. To test this, we rank
halo stars according to their infall time4. We measure the
host halo mass and concentration with samples defined by
different cuts in infall time, corresponding to roughly the
same fraction of stellar mass in each halo. The top and mid-
dle rows of Fig. 9 present these parameters as a function of
the fraction of stars selected by each cut, for the five different
halos. A small fraction corresponds to an earlier mean infall
time, but also (obviously) to a smaller sample size. A frac-
tion of 1 means all the mock stars have been included, hence
the corresponding parameters are those listed in Table 1.

We see fluctuations in the measured halo properties
with infall time, but no obvious trends. Using samples of
stars with earlier mean infall times does not seem to reduce
the bias between best-fit and true parameters. This may
be because the dynamical state of tracers depend on many
other factors, such as the orbit of their parent satellites5 .
Samples for which the measured halo masses increase pro-
duce a corresponding decrease in the measured concentra-
tions, again reflecting the strong degeneracy between M200

and c200.
To gain more intuition regarding the dynamical state

of halo tracers, Fig. 10 shows phase-space scatter diagrams
for mock halo stars (radius, r, versus radial velocity, vr).
Points are colour coded according to the infall time of their
parent satellite, with black points corresponding to satellites
falling in earliest and blue, magenta, red and yellow points to
successively later infall times. Stars with earlier infall times
are clearly more centrally concentrated. For points in Fig. 6
with decreasing fraction of stars that fell in earliest, the cor-
responding particles in Fig. 10 can be found by excluding
yellow, red, magenta and blue points by sequence and look-
ing at the remaining points.

Green curves in Fig. 10 are contours of constant angular
momentum and binding energy. There are six contours in to-
tal, corresponding to three discrete values of binding energy
and two discrete values of angular momentum: dashed lines
have a higher angular momentum than solid lines. Smaller
maximum radius indicates higher binding energy. It is thus
straightforward to see that particles with higher binding en-
ergy have smaller velocities and are more likely to be found

4 Defined as the simulation output redshift at which the parent
satellite of each star reaches its maximum stellar mass, which is
generally within one or two outputs of infall as defined by SUB-
FIND.
5 We have carried out an analogous exercise in which we rank
stars by the time at which they are stripped from their parent
satellite. We found that this stripping time correlates with the
infall time of the parent satellite, and the conclusions regarding
the recovered halo parameters are similar.
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2009; Deason et al. 2011; Sesar et al. 2011). Recently,
Deason et al. (2014) report evidence for a very steep outer
halo profile of the MW. If we believe that MW halo stars
originate from the accretion of dwarf satellites, whether the
profile is broken or unbroken depends on the details of accre-
tion history (Deason et al. 2013; Lowing et al. 2014). There
is an as yet unresolved debate over whether the stellar halo
of the MW has an additional contribution from stars formed
in situ, in which case a break in the profile may reflect the
transition from in situ-dominated regions to accretion dom-
inated regions.

As our mock halo stars (which are all accreted) and
observed MW halo stars can be approximated by a double
power-law profile, we adopt the following functional form to
model tracer density profiles:

ρ(r) ∝
[(

r
r0

)α

+

(

r
r0

)γ]−1

. (10)

This equation has three parameters: the inner slope, α, the
outer slope, γ, and the transition radius, r0.

Previous studies have adopted a single power law to
describe the density profile of MW halo stars beyond
r ∼ 20 kpc (e.g. Xue et al. 2008; Gnedin et al. 2010;
Deason et al. 2012; Wilkinson & Evans 1999). Our double
power-law form naturally includes this possibility as a spe-
cial case. We also note that Sakamoto et al. (2003) consid-
ered the case of “shadow” tracers with a radial distribution
that shares the same functional form with the underlying
dark matter. We emphasize that our mock halo stars are not
“shadow” tracers; their radial distribution is significantly
different from that of the dark matter.

Assuming these analytical expressions for Φ(r) and
ρ(r), Eqn. 6 and Eqn. 7 can be written more explicitly as

P (r, vr|ρs, rs,β,α, γ, r0) = − r2β−α−γ
s√
2πr2βvs

∫ Rmax,t

Rinner

R′2β−1

√

ϵ(r)− φ(R′)

×
(2β − α)(R

′

r0
)αr−γ

s + (2β − γ)(R
′

r0
)γr−α

s

[(R
′

r0
)αr−γ

s + (R
′

r0
)γr−α

s ]2
dR′,

(11)

and

P (r, vr, vt|ρs, rs,β,α, γ, r0) =

− r−α−γ
s l−2β

23/2−βπ3/2v3sΓ(β + 1/2)Γ(1− β)
×

∫ Rmax,t

Rinner
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{
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(
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(12)

Here, analogously to Wilkinson & Evans (1999), we have
introduced a characteristic velocity, vs = rs

√
4πGρs. The

binding energy, ϵ, angular momentum, l, potential, φ, and
radius, R, have all been scaled by vs and rs and are thus
dimensionless, as follows,

ϵ =
E
v2s

, l =
L

rsvs
, φ =

Φ
v2s

, R =
r
rs

. (13)

As mentioned above, Rmax,t is the boundary of the tracer
distribution and, for most of our analysis, we take Rmax,t =
∞. Note that Eqn. 11 and Eqn. 12 are deduced by assuming
the tracer boundary, Rmax,t, is smaller or equal to the halo
boundary, Rmax,h. In both Eqn. 11 and Eqn. 12 there are
six model parameters.

The phase-space probability of a tracer at radius, r,
whose radial and tangential velocities are vr and vt, can
be derived from Eqn. 11 or Eqn 12. The lower limit of the
integral is determined by solving

φ(Rinner) = ϵ, (14)

where ϵ equals φ(R) − v2r/(2v
2
s) when only the radial ve-

locity is available, and ϵ equals φ(R)− v2r/(2v
2
s)− v2t /(2v

2
s)

when tangential velocity is also available. The fact that the
integral goes from Rinner to Rmax,t indicates that the phase-
space distribution at radius r has a contribution from trac-
ers currently residing at larger radii, whose radial excursion
includes r.

3.3 Likelihood and window function

The probability of each observed tracer object, labeled i,
with radius, ri, radial velocity, vri, and tangential velocity,
vti, is

Pi(ri, vri, vti|ρs, rs, β,α, γ, r0). (15)
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2.2.3. Satellite Evolution

The mutual interactions of the satellite particles are calculated
using a basis function expansion code (Hernquist & Ostriker
1992). The initial conditions file for the satellite is allowed to re-
lax in isolation for 10 dynamical times using this code to confirm
stability. For each accretion event a single simulation is run, fol-
lowing the evolution of the relaxed satellite under the influence
of its own and the parent galaxy’s potential, for the time since it
was accreted (as generated by methods in x 2.1.1) along the or-
bit chosen at random from the distribution discussed in x 2.1.2.
(Note that simulations of satellite accretions in static NFW poten-
tials using this code produced results identical to those reported in
Hayashi et al. 2003.)

Using this approach, the satellites are not influenced by each
other, other than through the smooth growth of the parent gal-
axy potential. Nor does the parent galaxy react to the satellite
directly. In order to mimic the expected decay of the satellite or-
bits due to dynamical friction (i.e., the interaction with the parent),
we include a drag term on all particles within two tidal radii
rtide of the satellite’s center, of the form proposed by Hashimoto
et al. (2003) and modified for NFW hosts by Zentner & Bullock
(2003). This approach includes a slight modification to the stan-
dard Chandrasekhar dynamical friction formula (e.g., Binney&
Tremaine 1987). The tidal radius rtide is calculated from the in-
stantaneous boundmass of the satellitemsat, the distance r of the
satellite to the center of the parent galaxy, and the mass of the
parent galaxy within that radius, Mr, as rtide ¼ r(msat/Mr)

1=3.

2.2.4. Increasing Phase-Space Resolution with Test Particles

In this study, we are most interested in following the phase-
space evolution of the stellar material associated with each sat-
ellite. This is assumed to be embedded deep within each dark
matter halo (see x 2.4)—typically only of order 104 of theN-body
particles in each satellite have any light associated with them

at all. In order to increase the statistical accuracy our analysis
we sample the inner 12% of the energy distribution with an
additional 1:2 ;105 test particles. This does not increase the
dynamic range our simulation, but does allow us to more finely
resolve the low surface brightness features we are interested in
with only a modest increase in computational cost: we gain a
factor of 10 in particle resolution with an increase of "25% in
computing time. In this paper, we have used test particles only
in generating the images shown in Figures 13–16.

2.3. Following the Satellites’ Baryonic Component

We follow each satellite’s baryonic component using the ex-
pected mass accretion history of each satellite halo ( prior to fall-
ing into the parent galaxy) in order to track the inflow of gas. The
gas mass is then used to determine the instantaneous star forma-
tion rate and to track the buildup of stars within each halo. The
physics of galaxy formation is poorly understood, and any attempt
tomodel star formation and gas inflow into galaxies (whether semi-
analytic or hydrodynamic) necessarily require free parameters. Our
own prescription requires three ‘‘free’’ parameters: zre, the redshift
of reionization (see x 2.3.1); fgas, the fraction of baryonic material
in the form of cold gas (i.e., capable of forming stars) that re-
mains bound to each satellite at accretion (see x 2.3.2); and t?, the
globally averaged star formation timescale (see x 2.3.3).
In the following subsections we describe how these parame-

ters enter into our prescriptions and choose a value of fgas consis-
tent with observations. In x 3 we go on to demonstrate that the
observed characteristics of the stellar halo (e.g., its mass, and
radial profile) and theMilkyWay’s satellite system (e.g., their num-
ber and distribution in structural parameters) provide strong con-
straints on the remaining free parameters and hence the efficiency
of star formation in low-mass dark matter halos in general.

2.3.1. Reionization

Any attempt to model stellar halo buildup within the con-
text of !CDM must first confront the so-called missing satellite
problem—the apparent overprediction of low-mass halos com-
pared to the abundance of satellite galaxies around the Milky
Way and M31. For example, there are 11 known satellites of the
MilkyWay—nine classified as dwarf spheroidal and two as dwarf
irregulars—yet numerical work predicts several hundred dark
matter satellite halos in a similar mass range (Klypin et al. 1999;
Moore et al. 1999). It is quite likely that our inventory of stellar
satellites is not complete given the luminosity and surface bright-
ness limits of prior searches (as the recent discoveries of the dwarf
spheroidals Ursa Minor and Andromeda IX demonstrate; see
Zucker et al. 2004 and Willman et al. 2005), but incompleteness
is not seen as a viable solution for a problem of this scale (see
Willman et al. 2004 for a discussion).
The simplest solution to this problem is to postulate that only a

small fraction of the satellite halos orbiting the Milky Way host
an observable galaxy. In this work, we solve the missing satel-
lite problem using the suggestion of Bullock et al. (2000), which
maintains that only the "10% of low-mass galaxies (Vmax <
30 km s#1) that had accreted a substantial fraction of their gas
before the epoch of reionization host observable galaxies (see also
Chiu et al. 2001; Somerville 2002; Benson et al. 2002; Kravtsov
et al. 2004). The key assumption is that after the redshift of hy-
drogen reionization, zre, gas accretion is suppressed in halos with
Vmax < 50 km s#1 and completely stopped in halos with Vmax <
30 km s#1. These thresholds follow from the results of Thoul &
Weinberg (1996) and Gnedin (2000), who used hydrodynamic
simulations to show that gas accretion in low-mass halos is indeed
suppressed in the presence of an ionizing background.

Fig. 2.—Energy distribution function of our initial condition dark matter
halo (dM /d!; histogram) along with three example energy distributions for stel-
lar matter, (dM /d!)?, in satellites. The mass-to-light ratio of each particle of en-
ergy ! is assigned based on the ratio of (dM /d!)? to (dM /d!). Energy in this plot
is in units of GM 2

35/2Rhalo. [See the electronic edition of the Journal for a color
version of this figure.]
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Particle Tagging in a nutshell (following APC et al. 2010)

• Add a model for star formation


