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White (2012) calculated the stellar mass function from the
full sample of SDSS/DR7 data using Petrosian magnitudes.
Corrections to the Li & White (2012) stellar mass function
based on Model magnitudes were given in Guo et al. (2010).

In this paper, we attempt to derive corrections to the
model magnitudes and re-derive the galaxy luminosity and
stellar mass function at redshift z = 0.1 following the sam-
ple and methodology of Li & White (2012). Since different
narrow redshift slices contribute at different absolute mag-
nitudes and stellar masses (See Figure 10 of Blanton et al.
2003) to the luminosity and stellar mass function respec-
tively, it is also important that we estimate these corrections
to the model magnitudes as a function of redshift. Hence,
we have to determine the corrections to the model magni-
tudes by stacking volume limited samples in various stellar
massbins.

5.1 Sample Selection

We select galaxies from the NYU-VAGC catalogue in the
redshift range 0.01 6 z 6 0.5 having 14.5 6 m

rPet

6 17.7
similar to Li & White (2012). This gives us a total of 512033
galaxies in our sample. We avoid galaxies too close which
are affected by the background subtraction issues in DR7
(Blanton et al. 2011).

To derive the luminosity function, we use the r-band
Absolute Model magnitude (M

r

0.1), corrected for evolution
and K-corrected to its value at z = 0.1. To derive the stellar
mass function, we used the stellar masses defined by Kauff-
mann et al. (2003) in the MPA-JHU catalogue, which as-
sume a universal stellar mass function of Kroupa(2001).

In order to derive the corrections to the Model, from
the parent sample we define volume limited sub-samples
of isolated galaxies in various stellar mass, concentration
(R90/R50) and redshift ranges as listed in Table 2. We se-
lected isolated galaxies by requiring that there be no brighter
companion in the spectroscopic sample within R 6 1Mpc

and |�z| < 1000 km s

�1. Figure 10, the redshift limits of the
various stellar mass sub-samples are shown projected along
the plane of stellar mass versus redshift of the parent NYU-
VAGC sample. The fraction of centrals in each stellar mass
sub-sample are also shown in the figure.

In each sub-sample, mosaics were created up to 600 kpc
to 1 Mpc depending on the stellar mass range. Following
the stacking procedure outlined in (D’Souza et al. 2014) and
earlier, each mosaic was masked, transformed to the highest
redshift range in that respective bin, rotated so that the
major axis of each galaxy is aligned, and then stacked.

5.2 The Amount of Extra Light in the Stacks

After removing the residual background in each stack, we
measure the total integrated light out to a maximum dis-
tance of 1 Mpc and compare this with the average (median)
ModelMag by taking the average (median) of the flux. To
measure the total integrated light, we fit a 2d axisymmet-
ric double Sérsic model including a constant background to
the large mosaics. The resolution and the depth of our large
stacks warrant the use of double Sérsic models. Our double
Sérsic models extend out to infinity. We measure the dif-
ference between the model and the data within 8R

e

. The

Figure 10. Shaded contours show the distribution of parent sam-
ple galaxies in the plane of stellar mass versus redshift. The seven
coloured boxes indicate the redshift limits of the seven stellar mass
sub-samples. These sub-samples are further divided by concen-
tration (C) not shown in the figure. The numbers in the coloured
boxes indicate the fraction of centrals in these volume limited
stellar mass sub-samples.

total integrated light is the model plus the difference. The
amount of extra light contributed by the model beyond 8R

e

is only 0.05 mag.
The standard deviation of the background of our

stacked images (determined in squares of size 20 ⇥ 20 pix-
els) is ⇠ 0.0002 � 0.0004 nanomaggies per pixel depending
on the depth of the stack. The corresponding value for an
individual SDSS image is ⇠ 0.002�0.004 nanomaggies. This
implies that we can determine the light in our stacked images
with an accuracy of 0.02-0.05 mag. The difference in total
magnitude derived by fitting a single Sérsic over a double
Sérsic model is at the level of 0.05 magnitudes. The pdf of
the total light for both a single and a double Sérsic model
are shown in Figure 11 for the galaxy stack G4. In contrast,
for a typical galaxy from the sample G4, the light can be
determined to an accuracy of 0.1-0.5 mag.

For each stellar mass and concentration range, we then
calculate the average extra light - as the difference between
the total integrated light in the stack and the median of the
model magnitudes of the galaxies which go into the stack.
We use a 2d- interpolation to calculate the average extra
light as a function of stellar mass and concentration. This is
indicated in Figure 12. Assuming a constant M/L ratio, we
calculate the extra mass in each stellar mass and concentra-
tion bin as:

log

M⇤ + �M
M⇤

= �mag/2.5 (1)

The amount of extra light detected in the outer part
is very little as compared to other works (e.g. Bernardi et
al. 2013). It remains at the most under 0.1 magnitude. Fig-
ure 12 indicates that the SDSS model magnitude is a good
average estimate of the total light of a galaxy within an ac-
curacy of 0.1 magnitude. Corrections to these magnitudes
will not have a considerable effect on the luminosity or mass
function.
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The cmodel magnitudes are a poor-man’s best guesstimate for
the total light if the surface brightness distribution of the objects
follows neither a pure exponential disc nor a deVaucouleur’s pro-
file (Bernardi et al. 2007). Recently, Meert, Vikram & Bernardi
(2013a,b) have performed more careful Sérsic-bulge + exponen-
tial disc (+sky) decompositions of these objects. These typically
return even more light than the cmodel magnitudes (e.g. Bernardi
et al. 2013), in part because of the improved treatment of the sky,
but also because of the differences in the model which is fitted to
the observed light profile matter.

The main purpose of the present note is to show how these differ-
ences impact estimates of the luminosity and stellar mass functions
at the bright end. As one might expect, the effect is at least as dra-
matic as the choice of M∗/L. Therefore, a related goal of this work
is to separate out the effect on φ(M∗) of how the luminosity was
estimated from that of M∗/L.

Section 2 describes our sample, shows the luminosity and stellar
mass functions, quantifies how they depend on the fit to the light
profile and provides simple fitting formulas which quantify our
results as well as the binned counts in electronic format. While
these results allow one to easily account for the dependence on
the light profile (e.g. using Sérsic instead of SDSS cmodel or
Petrosian magnitudes), the question of which M∗/L estimate is
most appropriate is beyond the scope of this work, and deserves
further study. For reasons described in Bernardi et al. (2010), all
our M∗/L estimates assume a Chabrier (2003) initial mass function
(IMF). In Section 3, we show that, even though a number of recent
works have made this same choice for the IMF (Baldry et al. 2012;
Moustakas et al. 2013), they still have M∗/L values which are very
different from ours (i.e. Bernardi et al. 2010), from one another
and from earlier work (Bell et al. 2003). That is to say, differences
in M∗/L arise even when the same IMF is assumed: this is not
generally appreciated. In Section 4, we show how the luminosity
and stellar mass functions depend on morphological type, where
the type is determined by the Bayesian Automated Classification
scheme of Huertas-Company et al. (2011). Section 5 summarizes.

When converting from apparent brightnesses to luminosities, we
assume a spatially flat background cosmology dominated by a cos-
mological constant, with parameters ("m, "#) = (0.3, 0.7) and a
Hubble constant at the present time of H0 = 70 km s−1 Mpc−1.

2 LUMINOSITY AND STELLAR MASS
F U N C T I O N S

2.1 The sample

To provide a direct comparison with previous work, we have se-
lected the same sample as Bernardi et al. (2010), i.e. about 260 000
SDSS galaxies having 14.5 ≤ mrPet ≤ 17.7. We obtained the
Petrosian and cmodel estimates of the total light for each of
these objects from the SDSS DR7 data base. These are known to
suffer from sky-subtraction and crowded-field/masking problems
(Bernardi et al. 2010; Meert et al. 2013a,b). In what follows, the
cmodel magnitudes we use are crudely corrected for the SDSS sky-
subtraction problems as described in Bernardi et al. (2010). On the
other hand, analogous corrections to the Petrosian magnitudes
are rarely made, so, for ease of comparison with previous work, we
apply no such correction here (we discuss this further in the context
of Fig. 1).

We then ran PyMorph (Vikram et al. 2010; Meert et al. 2013a)
on these objects. This is an algorithm which uses GALFIT (Peng
et al. 2002) to fit seeing-convolved two-dimensional Sérsic +

Figure 1. Difference between PyMorph Sérsic fits and SDSS DR7
Petrosian, SDSS cmodel, PyMorph SerExp and Sérsic fits from Simard
et al. (2011) (bottom to top), for galaxies in the sample selected by Bernardi
et al. (2010). Petrosianmagnitudes are always the faintest, whereas single-
Sérsic-based magnitudes tend to be the brightest. Dotted lines around
PyMorph (Ser)–Simard (Ser) show the 16th and 84th percentiles of the dis-
tribution; these are similar to the scatter around the median for the other
curves.

exponential models to the observed surface brightness profiles of
galaxy images. Results from extensive tests indicate that the al-
gorithm is accurate (Meert et al. 2013a); it does not suffer from
the sky-subtraction problems which plague the simpler SDSS re-
ductions especially in crowded fields. PyMorph sometimes fails to
converge to an answer; this happens about 2 per cent of the time, but
because this fraction is independent of magnitude, it does not affect
our completeness, other than by a small overall scaling. Finally, we
computed k- and evolution corrections for each object following
Bernardi et al. (2010), and hence, luminosities.

2.2 Dependence on assumed surface brightness profile

The magnitudes and half-light radii output by PyMorph depend
on the model which is fit. For example, fitting what is really a two-
component image with a single-deVaucouleurs profile will generally
underestimate the total light. On the other hand, the total light
associated with the best-fitting single-Sérsic or a two-component
Sérsic-bulge + exponential-disc model is less-biased from its true
value (e.g. Bernardi et al. 2007, 2013). Meert et al. (2013a) and
Bernardi et al. (2013) have also shown that in objects brighter than
L∗, fitting a two-component Sérsic + exponential model to what
is really just a single-Sérsic results in a noisier recovery of the
input parameters, but these are not biased. On the other hand, fitting
a single Sérsic to what is truly a two-component system results in
significant biases.

Although the Sérsic + exponential model is more accurate,
the Sérsic fit is often performed on real data when it is believed
that the resolution and S/N are such that it is unlikely to recover a
robust two-component fit. Therefore, since either of these models
are expected to be more realistic than a single-deVaucouleurs model,
we will use both in what follows.

The estimates of the total light from a Sérsic or Sérsic +
exponential model are generally larger than those based on the
cmodel magnitudes output by the SDSS pipelines (e.g. Bernardi
et al. 2007, 2013; Hill et al. 2011; also see Mosleh, Williams &
Franx 2013), and both are larger than the SDSS DR7 Petrosian
magnitudes. Fig. 1 illustrates that this difference can be large. Some
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Table 2. Volume-limited samples of isolated galaxies selected by stellar mass from the NYU-VAGC sample

Sample Stellar mass Concentration Redshift N
gal

A1 10.0 < log(M⇤/M�) < 10.2 1.7 < C < 2.5 0.04 < z < 0.06 1021
A2 10.0 < log(M⇤/M�) < 10.2 2.5 < C < 3.3 0.04 < z < 0.06 621

B1 10.2 < log(M⇤/M�) < 10.4 1.7 < C < 2.5 0.05 < z < 0.07 1422
B2 10.2 < log(M⇤/M�) < 10.4 1.7 < C < 2.5 0.05 < z < 0.07 1325

C1 10.4 < log(M⇤/M�) < 10.6 1.7 < C < 2.1 0.05 < z < 0.08 771
C2 10.4 < log(M⇤/M�) < 10.6 2.1 < C < 2.5 0.05 < z < 0.08 1330
C3 10.4 < log(M⇤/M�) < 10.6 2.5 < C < 2.9 0.05 < z < 0.08 1857
C4 10.4 < log(M⇤/M�) < 10.6 2.9 < C < 3.3 0.05 < z < 0.08 1262

D1 10.6 < log(M⇤/M�) < 10.8 1.7 < C < 2.1 0.05 < z < 0.09 662
D2 10.6 < log(M⇤/M�) < 10.8 2.1 < C < 2.5 0.05 < z < 0.09 1486
D3 10.6 < log(M⇤/M�) < 10.8 2.5 < C < 2.9 0.05 < z < 0.09 2273
D4 10.6 < log(M⇤/M�) < 10.8 2.9 < C < 3.3 0.05 < z < 0.09 2569

E1 10.8 < log(M⇤/M�) < 11.0 1.7 < C < 2.1 0.06 < z < 0.11 658
E2 10.8 < log(M⇤/M�) < 11.0 2.1 < C < 2.5 0.06 < z < 0.11 2126
E3 10.8 < log(M⇤/M�) < 11.0 2.5 < C < 2.9 0.06 < z < 0.11 3420
E4 10.8 < log(M⇤/M�) < 11.0 2.9 < C < 3.3 0.06 < z < 0.11 5483

F1 11.0 < log(M⇤/M�) < 11.4 1.7 < C < 2.1 0.09 < z < 0.13 524
F2 11.0 < log(M⇤/M�) < 11.4 2.1 < C < 2.5 0.09 < z < 0.13 1969
F3 11.0 < log(M⇤/M�) < 11.4 2.5 < C < 2.9 0.09 < z < 0.13 3523
F4 11.0 < log(M⇤/M�) < 11.4 2.9 < C < 3.3 0.09 < z < 0.13 8632

G1 11.4 < log(M⇤/M�) < 12.0 1.7 < C < 2.1 0.14 < z < 0.18 63
G2 11.4 < log(M⇤/M�) < 12.0 2.1 < C < 2.5 0.14 < z < 0.18 263
G3 11.4 < log(M⇤/M�) < 12.0 2.5 < C < 2.9 0.14 < z < 0.18 940
G4 11.4 < log(M⇤/M�) < 12.0 2.9 < C < 3.3 0.14 < z < 0.18 3165

Figure 11. The probability distribution function of the total flux
by fitting a single Sérsic model (green) and a double Sérsic model
(red) to the galaxy stack G4.

Figure 12. The extra light in �M as a function of stellar mass
and concentration.
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