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Rapidly  Developing  Situation

• Outstanding  scientific  questions  – nature  of  the  Universe,  new  physical  
laws,  origin  of  early  galaxies  and  cosmic  reionisation

• Significant  growth  in  astrophysical  interest  as  tracked  in  recent  
scientific  literature  

BUT:

• Ambitious  facilities  being  developed  in  next  decade  to  address  the  key  
issues,  e.g.  JWST,  Euclid,  E-ELT/TMT,  WFIRST  etc

• Rise  in  dedicated  survey  facilities  e.g.  LSST  and  spectroscopic  
instruments

• Realization  of  key  role  of  non-optical/IR  capabilities  e.g.  ALMA  

Must  be  creative  with  existing  facilities  in  next  5  years



Cosmology:  Two  Rogue  Ingredients
Dark  Energy  (1998  - )Dark  Matter  (1933  - )

Fritz  Zwicky Mike  Turner

Precision  cosmology  is  a  misnomer:  
measurement  ≠  understanding.  
95%  of  the  Universe  is  a  mystery



Implications  of  Cosmic  Acceleration

Perlmutter et  al  1999

Did  SN  teams  re-discover  Λ?

Two  puzzles:

• Quantum  field  theory  Λ=  8πGmP4

(10120 larger  than  data)

• Why  now?

ρM  ∝ R-3 (matter)

ρvac =  const (vacuum)

New  physics:  “dark  energy”

- a  scalar  field:  possibly  time-dependent

- modification  to  GR  gravity?

Rµν - 1/2gµυR  +  gµνΛ =  8πG/c4 Tµν



Vacuum  Energy  and  a  Scalar  Field
A  vacuum  can  contain  particles  
and  anti-particles  in  constant  
creation/annihilation.  These  exert  
a negative  pressure and  a  
repulsion  over  large  distances Zel’dovich (1968)

Equation  of  state  of  the  vacuum   p  =  f  (  ρ ) where  ρ is  the  energy  density  

w is  introduced  where  p  /  ρ =  w

Generalisation of  the  cosmological  constant  Λ

w =  -1 corresponds  to  a  cosmological  constant

w <  - 1/3 required  for  acceleration  today

Why  should  w be  time-invariant?  Perhaps  it  evolves  e.g.

w(  t  )  =  wo +  wa (1  - a(  t  )  )



Modified  Gravity?

?

All  current  measurements  relate  to  expansion  rate,  assuming  H(z)  comes  
from  GR  Friedmann equation

H2(z)  =  H20 [  (1-Ω) (1+z)  2 +  ΩM (1+z)  3 +  ΩR (1+z)  4 +  ΩDE (1+z)  3  (1+w)    ]
Curvature                                          matter                                  radiation                         extra  term  from  non-GR?

Suppose  DE  is  an  illusion,  indicating  failure  of  Einstein  gravity  on  large  scales.  
Density  fluctuations  perform  differently  to  global  expansion  history  is  key  test



Empirical  Approach  to  Dark  Energy

As  there  is  no  accepted  theory  of  dark  energy,  progress  is  empirical  and  based  
on  two  key  questions:

• A new  energy  component  of  Universe  or  breakdown  of  GR  on  large  scales?

Need  accurate  comparison  of  results  on  w from  two  independent  probes:

- geometric  measures  of  the  expansion  history  (SNe,  BAO)

- measures  of  the  growth  of  structure  g(t)  (weak  lensing,  RSD,  clusters)

• If  it  is  a  new  energy  component  – is  w constant  with  epoch?  Is  w  =  -1 (Λ)?

Requires  accurate  extension  of  at  least  one  of  the  measures  to  high  redshift



Contrasting  Distance  &  Growth-based  Methods
dlnD/dw dlng/dw

w
w

ΩM

ΩM

D(z):  not  v.  sensitive  to  w:  1%  precision  requires  D  to  0.2%                
also  w degenerate  with  changes  in  ΩM

g(z):    w has  opposite  effect  to  ΩM  
but  relevant  methods  less  well-developed  

ΩM =  0.25



Consumer’s  Guide  to  Observing  Dark  Energy

• Type  Ia Supernovae:  dL(z)  to  z  ~  2
• Most  well-developed  and  ongoing  with  rich  datasets

• Key  issue  is  systematics/physics/evoln:  do  we  understand  SNe Ia?

•Weak  lensing:  g(t)  to  z  ~  1.5
• Less  well-developed;;  ground  vs space,  photo-z calibration

• Key  issues  are  fidelity,  calibration  

• Large  scale  structure  (BAO)  :  dA(z),  H(z)  to  z  ~  3
• Late  developer:  cleanest  requiring  huge  surveys

• Galaxy  clustering  (clusters,  RSD):    g(t)

• Less  favoured by  experts,  although  RSD  comes   for  free’  with  BAO  surveys

• Key  issues:  baryonic  biases,  halo  mass  calibration



CFHT  SN  Legacy  Survey  0  <  z  <  1

Systematic  ≈  statistical,  so  
limiting  precision  is  not  
number  of  SNe.  
Systematic  errors  mainly  
due  to  photometric  
calibration;;  if  this  could  
be  fixed  Δw~2%

Conley  et  al  (2011)
Sullivan  et  al  (2011)



Probing  the  Deceleration  Era
HST-selected  z  >  1  SNe Ia probe  validity  of  a  constant  dark  energy  term  which  
disappears  when  matter  dominates  and  Universe  decelerates;;  but  do  SNe evolve?    

Rodney  et  al  
(2015)

2368 K. Maguire et al.

not unnecessarily influence the mean spectrum comparisons. We
have chosen an effective phase range of −1.0 to +4.5 d for both the
low-z sample and the intermediate-z sample from E08. Cooke et al.
(2011) chose an effective phase range of −0.32 to +4 d, similar to
our chosen values. We have also placed cuts on the stretch (0.7 <

s < 1.3) and B − V colour (−0.25 < c < 0.25) of the SNe in both
samples. These are the same cuts as applied in the cosmological
analysis of Conley et al. (2011). No SNe Ia in our low-z sample
are removed by either of the stretch cuts or the lower B − V colour
or phase cut. We lose nine SNe from the low-z sample due to the
upper phase cut and one SN (PTF10ygu) because of the upper
B − V colour cut. SN 2011ek is also excluded, since it displays an
unusual NUV − B colour of 1.0 mag, which will be discussed in
Section 4.4. This leaves a total of 17 SNe to be used in the mean
low-z spectrum. The preliminary low-z mean spectrum of Cooke
et al. (2011) contained 10 HST SNe Ia and one historical SN Ia
from the literature. From the initial intermediate-z sample of 33,
17 SNe are removed due to the phase cuts and one SN due to the
B − V colour cuts, leaving 15 SNe for the intermediate-z mean.

Choosing SN Ia spectra in a suitably small effective phase range,
which still contains a statistically significant number of objects,
will limit the effect of phase variations when making comparisons
between mean spectra. Despite this, phase variations within this
range will still occur; for example, SNe cool with time, and their
line velocities and NUV flux decrease. However, the effect of phase
variations can be minimized by ensuring that, when comparing
mean spectra, the phase distributions (along with the stretch, B − V
colour and host galaxy distributions) of the samples are drawn from

the same parent populations. As described in Section 2.1, KS tests
were performed and for all these properties there is no indication
that they are drawn from different parent populations.

3.2 Evolution in the mean SN Ia spectrum with redshift

The mean spectrum at low-z is compared to that of the intermediate-
z Keck SN Ia sample from E08 in Fig. 4. This is the first time that
a large sample of low-z SN Ia NUV spectra with colour corrections
applied has been available for comparison with higher-z samples.
As described in Section 3.1, the effective phase, stretch, B − V
colour and host Mstellar distributions of the two samples are found
to be well matched. The mean spectra of the two samples are seen
mainly to agree with the uncertainties (90 per cent confidence lim-
its). However, at shorter wavelengths (<3300 Å), the low-z mean
spectrum has less flux than the intermediate-z sample.

To investigate this further, a random number of spectra (eight to
15) were used to make the low- and intermediate-z mean spectra
and this was repeated 20 000 times. We compute the flux through a
‘UV’ box filter, in the region 2900–3300 Å, for each spectrum, and
find that 99.8 per cent of the time (3.1σ ) the intermediate-z mean
spectrum has a greater flux than the low-z mean spectrum. Cooke
et al. (2011) also found a lower flux at shorter NUV wavelengths
when compared to the sample of E08. The choice of this wavelength
range of 2900–3300 Å was motivated by the results of Walker et al.
(2012), who showed using radiative transfer modelling that this is
the region where the most variation due to metallicity effects is

Figure 4. Comparison of the mean spectra of the low-z sample (17 SNe Ia) to that of the intermediate-z sample (15 SNe Ia) in the top panel. The shaded
regions represent the 90 per cent confidence levels from a bootstrap resampling. The region through which the normalization was applied is marked, along with
positions of the λ1 and λ2 NUV features. The lower panel shows the percentage dispersion at each wavelength (bootstrap resampling error as a percentage
of the flux of the mean) for the HST and Keck samples, respectively. An increase in the dispersion in the NUV compared to optical wavelengths is seen. A
peaked appearance is seen in the dispersion of both samples around ∼3700 Å, which is found to be caused by an increased dispersion in the blue wing of the
Ca II H&K feature.

C⃝ 2012 The Authors, MNRAS 426, 2359–2379
Monthly Notices of the Royal Astronomical Society C⃝ 2012 RAS

light  curve  stretch  &  SF  rate UV  spectra:  metallicity evolution?

z=0 c.f.  z=0.5

Howell  
et  al  
(2007)

Maguire  
et  al  
(2012)



Weak  Gravitational  Lensing
Unlensed Lensed

Various  probes:  shear-
shear,  galaxy-shear  etc

Growth  of  DM  power  spectrum  is  sensitive  
to  dark  energy. Via  redshift  binning  of  
background  galaxies,  can  constrain  w

Require:

• accurate  shear  measures

• large  area  (1000s  deg2)

• photometric  redshifts

• spectroscopic  calibration  N(z)

Current/recent  ground-based  surveys:

CFHTLens (110/154  deg2,  i<25.5)  
KIDS  (148/1000  deg2,  r<24.9)    
DES  (139/5000  deg2,  r<24)
Subaru  HSC  (0/1400  deg2,  r<26)



16 C. Heymans et al.

Figure 7. Joint parameter constraints on curvature showing constraints on the curvature parameter ⌦
K

and the matter density parameter ⌦
m

from WMAP7-
only (blue), BOSS combined with WMAP7 and R11 (green), CFHTLenS combined with WMAP7 and R11 (pink) and CFHTLenS combined with BOSS,
WMAP7 and R11 (white).

Figure 8. Joint parameter constraints on the dark energy equation of state parameter w
0

and the matter density parameter ⌦
m

, and curvature parameter ⌦
K

for a curved wCDM cosmology from WMAP7-only (blue), BOSS combined with WMAP7 and R11 (green), CFHTLenS combined with WMAP7 and R11
(pink) and CFHTLenS combined with BOSS, WMAP7 and R11 (white).

✓ = 1 arcmin for ⇠
+

. With only 20 per cent of the data contained
in the early-type sample, it is unsurprising that the measured signal
to noise is significantly weaker than for the late-type sample which
are well fit by the fiducial GG-only model, shown dotted. We can,
however, optimise the measurement of the intrinsic alignment sig-
nal from early-type galaxies, to get a clearer picture, if we assume
the II contribution to cross-correlated bins is small in comparison
to the GI signal. If this is the case, we can decrease the noise on
the GI measurement by using the full galaxy sample as background
galaxies to correlate with the early-type galaxies in the foreground
bin. The result of this optimised analysis is shown, in compressed
tomographic data form, in Figure 10. The open circles show the

tomographic signal measured in the auto-correlated redshift bins
between early-type galaxies (these auto-correlation bins are also
shown in Figure 9). The closed symbols show the tomographic sig-
nal in the cross-correlated redshift bins where early-type galaxies
populate the foreground bin and the full galaxy sample populates
the background higher redshift bin. The data can be compared to
the fiducial GG-only model, shown dotted. What is interesting to
note from this Figure is that at low redshifts, where the intrinsic
alignment signal is expected to be the most prominent, the auto-
correlated bins tend to lie above the GG-only model. We expect
this from the II term. For the cross-correlated bins, however, the
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10Leiden Observatory, Leiden University, Niels Bohrweg 2, 2333 CA Leiden, The Netherlands.
11Department of Physics and Astronomy, University of Victoria, Victoria, BC V8P 5C2, Canada.
12Department of Physics, Oxford University, Keble Road, Oxford OX1 3RH, UK.
13Jodrell Bank Centre for Astrophysics, University of Manchester, Oxford Road, Manchester, M13 9PL, UK.
14Institute of Astronomy and Astrophysics, Academia Sinica, P.O. Box 23-141, Taipei 10617, Taiwan.
15Key Lab for Astrophysics, Shanghai Normal University, 100 Guilin Road, 200234, Shanghai, China.
16Canadian Institute for Theoretical Astrophysics, University of Toronto, M5S 3H8, Ontario, Canada.
17Department of Physics, University of Toronto, M5S 1A7, Ontario, Canada.
18Department of Physics and Astronomy, University of Waterloo, Waterloo, ON, N2L 3G1, Canada.
19Perimeter Institute for Theoretical Physics, 31 Caroline Street N, Waterloo, ON, N2L 1Y5, Canada.
20Department of Physics and Astronomy, University College London, Gower Street, London WC1E 6BT, UK.
21California Institute of Technology, 1200 E California Boulevard, Pasadena CA 91125, USA.
22Kavli Institute for Particle Astrophysics and Cosmology, Stanford University, 382 Via Pueblo Mall, Stanford, CA 94305-4060, USA.

8 March 2013

ABSTRACT

We present a finely-binned tomographic weak lensing analysis of the Canada-France-
Hawaii Telescope Lensing Survey, CFHTLenS, mitigating contamination to the signal from
the presence of intrinsic galaxy alignments via the simultaneous fit of a cosmological model
and an intrinsic alignment model. CFHTLenS spans 154 square degrees in five optical bands,
with accurate shear and photometric redshifts for a galaxy sample with a median redshift of
zm = 0.70. We estimate the 21 sets of cosmic shear correlation functions associated with six
redshift bins, each spanning the angular range of 1.5 < ✓ < 35 arcmin. We combine this
CFHTLenS data with auxiliary cosmological probes: the cosmic microwave background with
data from WMAP7, baryon acoustic oscillations with data from BOSS, and a prior on the
Hubble constant from the HST distance ladder. This leads to constraints on the normalisation
of the matter power spectrum �8 = 0.799 ± 0.015 and the matter density parameter ⌦m =
0.271 ± 0.010 for a flat ⇤CDM cosmology. For a flat wCDM cosmology we constrain the
dark energy equation of state parameter w = �1.02 ± 0.09. We also provide constraints for
curved ⇤CDM and wCDM cosmologies. We find the intrinsic alignment contamination to
be galaxy-type dependent with a significant intrinsic alignment signal found for early-type
galaxies, in contrast to the late-type galaxy sample for which the intrinsic alignment signal is
found to be consistent with zero.
Key words: cosmology: observations - gravitational lensing

? heymans@roe.ac.uk
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Heymans  et  al  (2013),  Abbott   et  al  (2015)

Planck  vs CFHT  vs DES:  Tensions  in  σ8,  ΩM



R2obs = Rgal
2 + RPSF

2

eobs = egal +
RPSF
2

Rgal
2 + RPSF

2 ePSF − egal( )

egal =
eobsRobs

2 − ePSFRPSF
2

Robs
2 − RPSF

2

During  observation,  a  galaxy  image  is
convolved  with  a  PSF:   making  it  bigger

and  changing  its  ellipticity

During  data  analysis,  shear  measurement
methods  seek  to  undo  these  changes  to
recover  the  true  shape

An	  imperfect	  shear	  measurement	  method	  may	  not	  
measure	  (any	  of)	  these	   quantities	  well.	   It	  instead	  
obtains	  an	  inaccurate	  measurement,	   denoted	   by	  a	  hat.

Intrinsic galaxy
(shape unknown)

Gravitaional lensing 
causes a shear (g)

Atmosphere and telescope
cause a convolution

Detectors measure
a pixelated image

Image also 
contains noise

The Forward Process.
Galaxies: Intrinsic galaxy shapes to measured image:

Stars: Point sources to star images:

Intrinsic star
(point source)

Atmosphere and telescope
cause a convolution

Detectors measure
a pixelated image

Image also 
contains noise

Testing  Shear  Algorithms

γ̂ =
êgal
P̂sh

=
1
Psh
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∂egal
∂eobs

δeobs +
∂egal
∂R2obs

δR2obs +
∂egal
∂ePSF

δePSF +
∂egal
∂R2PSF

δR2PSF −
δPsh
Psh

egal
#

$
%

&

'
(

γ =
egal
Psh

The  Forward  Process

The  Inverse…

…problem



GREAT08  è GREAT10  è GREAT  3  Challenges

M
ed
ia
n  
re
ds
hi
ft

Survey  area

Figure  of  merit  Q  
(high  is  good)  
derived  from  
comparing  
submitted  and  input  
power  spectrum  
C(l)

For  a  particular  
survey,  for  
systematic  errors  to  
match  statistical  
ones,  you  get  a  
target  Q
Bridle  et  al  MN  405,  2044  (2010)
Kitching et  al  MN  423,  3163  (2012)
Mandelbaum et  al  MN  450,  2963  (2015)
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Requirement  for  Euclid:  Q=1000

Substantial  progress  in  2014:  Many  algorithms  achieve  Q>800

Courtesy:  Rachel  Mandelbaum &  Barney  Rowe  (GREAT3  workshop  2014)
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Space:  small  and  stable  PSF:
⇒ larger  number  of  resolved  galaxies
⇒ reduced  systematics  

weak   lensing  
shear

space

ground

Typical  cosmic  shear  is  ~  1%  and  
must  be  measured  with  high  
accuracy

Ground  vs Space:  Euclid  approaches..
ESA  Cosmic  Vision  call  2007
Final  approval  2012
Projected  launch  2020+

• WL  r<24  15000  deg2
• BAO  survey  of  50M  galaxies

Team  of  ~1000  scientists



Ground-based  Requirements  for  Euclid

Masters  et  al  arXiv 1509.03318

Spectroscopic  redshifts  for  a  representative  subset  required  for  two  purposes:
- to  account  for  intrinsic  alignments  between  associated  galaxies:  σ(z)<  0.05-0.10
- to  calibrate  the  mean  redshifts  of  10-20  photo-z  bins  for  g(t)  to  2%  precision

Brute  force  approach  not  feasible:  ~100,000  redshifts  with  >99.5%  completeness!
Proposed  solutions:  X-correlation  of  photo-z  &  spectroscopic  samples  (Newman  et  al)  

optimized  targeting  of  areas  in  photo-z  space (Masters  et  al)
Empirical  map  in  N-dimension  colour space  coded  by  density  of  objects  (constructed  
with  non-linear  PCA  method)  enables  optimal  targeting  for  a  spectroscopic  survey.7

Fig. 3.— The SOM colored by the number of galaxies in the
overall sample associating with each color cell. The coloration is
effectively our estimate of ρ(C⃗), or the density of galaxies as a
function of position in color space.

but the overall topological structure will be similar from
run to run; this was verified by generating and comparing
a number of maps.∥ Figure 2 illustrates the variation of
two colors (u−g and g−r) across the map, demonstrating
how these features help drive the overall structure. In the
following analysis we probe the map by analyzing the
characteristics of the galaxies that associate best with
each cell in color space.

5.1. The distribution of galaxies in color space, ρ(C⃗)

In Figure 3 we show the self-organized map colored by
the number of galaxies associating best with each cell.
This coloration is effectively our estimate of ρ(C⃗), the
density of galaxies as a function of position in color space.
An important caveat is that the density estimate derived
from the COSMOS survey data is likely to be affected to
some degree by cosmic variance (and perhaps, to a lesser
extent, by shot noise). The true ρ(C⃗) can ultimately be
constrained firmly with the wide-area survey data from
LSST, Euclid, and WFIRST. However, the COSMOS-
based ρ(C⃗) should be a close approximation of what the
full surveys will find.

5.2. Photometric redshift estimates across the map

∥See Appendix B for examples of alternate maps made with
different initial conditions and training orders.

Because the cells in the self-organizing map represent
galaxy SEDs that appear in the data, we can compute
photometric redshifts for them to see how they are dis-
tributed in redshift. We used the Le Phare template
fitting code (Arnouts et al. 1999; Ilbert et al. 2006) to
compute cell photo-z’s. We used the cell weight vectors
(converting the colors to photometric magnitudes nor-
malized in i-band) as inputs for Le Phare, assigning real-
istic error bars to these model SEDs based on the scatter
in the photometry of galaxies associated with each cell.
The result of the photo-z fitting is shown on the left side
of Figure 4.
We also estimate redshifts on the map by computing

the median photo-z of the galaxies associated with each
cell, using the 30-band photo-z estimates provided by the
COSMOS survey (Ilbert et al. 2009). These photo-z es-
timates take advantage of more photometric information
than is contained in the eight Euclid -like filters used to
generate the map. Nevertheless, as can be seen on the
right side of Figure 4, the resulting map is quite smooth,
indicating that the eight Euclid bands capture much of
the relevant information for photo-z estimation contained
in the 30-band data.
Redshift probability density functions (PDFs) gener-

ated by the Le Phare template fitting can be used to
estimate redshift uncertainty across the map, letting us
identify cells that have high redshift variance or multi-
ple redshift solutions, as well as cells with a well-defined
mapping to redshift. In Figure 5 we show the photo-z
dispersion results from the Le Phare code. The disper-
sion is the modeled uncertainty in the redshift assigned
to each cell, based on the spread in the cell’s redshift
PDF. Figure 5 shows that there are well-defined regions
in which the modeled uncertainties are much higher, and
that these regions tend to cluster around sharp bound-
aries between low- and high-redshift galaxies. Note that
these boundaries are inherent to the data and indicate
regions of significant redshift degeneracy. A possible im-
provement in this analysis is to more rigorously estimate
the photometric uncertainty for each cell using a metric
for the volume of color space it represents; we defer this
more detailed analysis to future work.

5.3. Current spectroscopic coverage in COSMOS

One of the most important results of the mapping is
that it lets us directly test the representativeness of exist-
ing spectroscopic coverage. To do so, we used the master
spectroscopic catalog from the COSMOS collaboration
(Salvato et al. 2016, in prep). The catalog includes red-
shifts from VLT VIMOS (zCOSMOS, Lilly et al. 2007;
VUDS, Le Fèvre et al. 2015), Keck MOSFIRE (Scov-
ille et al. 2015 in prep; MOSDEF, Kriek et al. 2014),
Keck DEIMOS (Kartaltepe et al. 2010, Hasinger et al.
2015, in prep), Magellan IMACS (Trump et al. 2007),
Gemini-S (Balogh et al. 2014), Subaru FMOS (Silver-
man et al. 2014), as well as a non-negligible fraction of
sources provided by a number of smaller programs. It
is important to note that the spectroscopic coverage of
the COSMOS field is not representative of the typical
coverage for surveys. Multiple instruments with differ-
ent wavelength coverages and resolutions were employed.
Moreover, the spectroscopic programs targeted different
types of sources: from AGN to flux-limited samples,
from group and cluster members to high-redshift can-

For  a  Euclid  r<24  ugrizYJH WL  
survey,  using  COSMOS  
spectroscopic  data,  estimate  
targeted  approach  requires  
10,000  redshifts.

Noting  current  surveys,  require  
additional  ~50  Keck/VLT  nights  
with  optical  and  NIR  
spectrographs    

10

Fig. 6.— Left: The median spectroscopic redshift of galaxies associating with each SOM cell, using only very high confidence (∼100%)
redshifts from the COSMOS master spectroscopic catalog (Salvato et al., in prep). The redshifts come from a variety of surveys that have
targeted the COSMOS field; see text for details. Gray regions correspond to parts of galaxy color space for which no high-confidence
spectroscopic redshifts currently exist. These regions will be of interest for training and calibration campaigns. Right: The same figure,
but including all redshifts above !95% confidence from the COSMOS spectroscopic catalog. Clearly, more of the color space is filled in
when the quality requirement is relaxed, but nevertheless large regions of parameter space remain unexplored.

The preceding analysis treats the photo-z calibration
as a stratified sampling problem, in which the overall
statistics of a population are inferred through targeted
sampling from relatively homogeneous subpopulations.
The gain in statistical precision from using Equation (10)
to estimate ⟨z⟩ can be attributed to the systematic way
in which the full color space is sampled, relative to blind
direct sampling. However, stratified sampling will only
outperform random sampling in the case that the sub-
populations being sampled do, in fact, have lower disper-
sion than the overall distribution–i.e., in the case that the
Pi(z) distributions for the color cells have lower redshift
dispersion than the N(z) distribution of all the galaxies
in a tomographic bin.

6.2. Simulating different sampling strategies

Now we attempt to more realistically estimate the
spectroscopic coverage needed to achieve the requirement
in our knowledge of ⟨z⟩. To begin, we assume that the
cell redshift PDFs from Le Phare are reasonably accu-
rate, and can be taken to represent the true Pi(z) distri-
butions for galaxies in each color cell. (This assumption
is, of course, far from certain, and simply serves as a
first approximation). With the known occupation den-

sity of cells of the map (Figure 3), we can then use Equa-
tion (8) to generate realistic N(z) distributions for differ-
ent tomographic bins. For this illustration, we break the
map up into photo-z-derived tomographic bins of width
∆z = 0.2 over 0 < z < 2 (although Euclid will most
likely use somewhat different bins in practice). An ex-
ample of one of the N(z) distributions modeled in this
way is shown in Figure 8.
The uncertainty in the estimated ⟨z⟩ of these N(z) dis-

tributions can then be tested for different spectroscopic
sampling strategies through Monte Carlo simulations, in
which spectroscopy is simulated by randomly drawing
from the Pi(z) distributions. (Alternatively, given our
knowledge of the individual σ⟨zi⟩ uncertainties, Equa-
tion (11) can be used directly. In fact, the results were
checked in both ways and found to be in agreement).
The results of three possible sampling strategies are

given in Table 1. The simplest strategy tested (“Strategy
1”) is to obtain one spectrum per color cell in order to
estimate the cell mean redshifts. Equation (10) is then
used to compute the overall mean of the tomographic
bin. We expect to meet the Euclid requirement, ∆⟨z⟩ ≤
0.002(1+⟨z⟩), for 3/10 bins (and come close in the others)
with this approach, which would require ∼11k spectra in



Baryonic  Acoustic  Oscillations

Residual  of  acoustic  horizon  at  last  scattering  in  galaxy  distribution.  
Peebles  &  Yu  1970;;  
Sunyaev &  
Zel’dovich 1970

3-4σ detection  by  2dF  (Cole  et  al  2005)  & SDSS  (Eisenstein  et  al  2005)
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How  it  works  – lots  of  redshifts  and  big  volumes!

Typical  simulation:
z=1  survey

N=  2.  106 galaxies

600  deg2

V  =  6×VSDSS  (1  Gpc3)

bias  =  1

Truth
Fit

Baryons  
suppress  power

kA

kA is  the  
“standard  
ruler”

Must  measure  
its  redshift  
dependence

Power  spectrum  
ratio  P(k)/Pnb(k)

Divided  by  
smooth  fit



The  BAO  Race  is  On..

4.  DESI
4.0m,  3.0  deg dia,  5000  fibers
λλ0.36-0.98μm,  R<5000
Mostly  funded;;  2019-2024?

1.  eBOSS 2.5m  APO,  3.0  deg dia,  1000  fibres
λλ0.36-1.04μm,   R<5000  
Survey  ongoing:  July  2014  – 2019

2.  HETDEX 8.2m  0.4  deg dia,  150  IFUs
λλ0.35-0.55μm;;  R~800
Funded;;  survey  yet  to  begin

3.  PFS 8.2m  1.5  deg dia,  2400  fibres
λλ0.35-1.3μm;;  R~<5000
Funded;;  2019-2024?

Plus  4MOST,  WEAVE  &  ultimately  Euclid  and  WFIRST/AFTA



Subaru  PFS  Predictions

PFS (8.2m: 100 nights) vs. BigBOSS (4m: 500nights)�

PFS (8.2m: 100 nights) vs. BigBOSS (4m: 500nights)�
DESI (500n) The  PFS  survey  claims  

a  3% accuracy  of  
measuring  DA(z)  and  
H(z)  in  each  of  6  
redshift  bins,  over  
0.8<z<2.4
Comparable to  BOSS  
but  extending  to  higher  
redshift  
Efficient  given  
competitive  situation
BOSS  (2.5m):  5  yrs
PFS  (8.2m):  100  nights

Empirical  
reconstruction  of  
Ωde(z)  to  7%  
accuracy  of  in  
each  bin  to  
z~2.4



Cold  Dark  Matter:  The  `Standard  Model’

• As  important  as  `Dark  Energy’  problem  given  DM’s  role  in  structure  formation
• CDM  popular  because  no  shortage  of  WIMP  candidates  
• Successful  on  large  scales,  several  puzzles  on  small  scales

Springel et  al  Nature  2005

2dF  redshift  survey:  Colless et  al  (2001)  



Testing  CDM  on  Smaller  Scales

DM	  power	  spectrum	  (“power	  per	  octave” )

warm	  

cold

dwarf	  
gals

galaxy	  
clusters

hot	  

HDM

large	  scales small	  scalesLog	  k	  [h	  Mpc-‐1]

Lo
g	  
k3
P(
k)

DM  affects  the  growth  
of  structure  in  the  
Universe  according  to  
when  it  becomes  non-
relativistic  which  defines  
its  free-streaming  length

Cold  DM  (e.g.  
neutralino,  axion):  leads  
to  lots  of  structure  on  
sub-galactic  scales

Warm  DM  (e.g.  sterile  
neutrinos):  produces  
much  less  structure  on  
sub-galactic  scales



Local  Group  Structure

Distribution  of  present  and  disrupted  satellite  galaxies  around  Milky  Way  is  a  
sensitive  probe  of  DM  and  its  role  in  galaxy  formation
Cold  DM  predicts  too  many  Milky  Way  satellites  (Klypin+  1999)
Could  be  resolved  via  baryonic  effects

- reionization/SN  feedback  (still  expect  dark  satellites)  
- survey  biases  (e.g.  surface  brightness  &  sky  coverage  issues)

The  challenge  is  no  longer  `counting  visible  dwarfs’  but  finding  the  dark  ones.

Lovell  et  al  MN  420,  2318  (2011)
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Fig. 1.— Locations of the eight new dwarf galaxy candidates reported here (red triangles) along

with nine previously reported dwarf galaxy candidates in the DES footprint (red circles; Bechtol

et al. 2015; Koposov et al. 2015a; Kim & Jerjen 2015b), five recently discovered dwarf galaxy

candidates located outside the DES footprint (green diamonds; Laevens et al. 2015a; Martin et al.

2015; Kim et al. 2015a; Laevens et al. 2015b), and twenty-seven Milky Way satellite galaxies known

prior to 2015 (blue squares; McConnachie 2012). Systems that have been confirmed as satellite

galaxies are individually labeled. The figure is shown in Galactic coordinates (Mollweide projection)

with the coordinate grid marking the equatorial coordinate system (solid lines for the equator and

zero meridian). The gray scale indicates the logarithmic density of stars with r < 22 from SDSS

and DES. The two-year coverage of DES is ⇠ 5000 deg2 and nearly fills the planned DES footprint

(outlined in red). For comparison, the Pan-STARRS 1 3⇡ survey covers the region of sky with

�2000 > �30� (Laevens et al. 2015b).

Many  More  LG  Dwarfs  Being  Found...
15-17  new  dwarfs  found  in  first  2  years  of  
DES  survey  data  (Drlica-Wagner  et  al  
2015)  but  discovery  rate  is  consistent  with  
prediction  from  SDSS  statistics  given  
lower  surface  brightness  limit  of  DES  
(Tollerud et  al  2008)  – so  no  real  change  
– challenge  is  to  find  dark  ones!
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Fig. 4.— Local Group galaxies (McConnachie 2012) and globular clusters (Harris 1996, 2010

edition) occupy distinct regions in the plane of physical half-light radius (azimuthally averaged)

and absolute magnitude. The majority of DES satellite candidates (red triangles and circles) are

more consistent with the locus of Local Group galaxies (blue squares) than with the population

of Galactic globular clusters (black “+”). Other recently reported dwarf galaxy candidates (green

diamonds) include Hydra II (Martin et al. 2015), Triangulum II (Laevens et al. 2015a), Pegasus III

(Kim et al. 2015a), Draco II and Sagittarius II (Laevens et al. 2015b). Several outer halo star

clusters and systems of ambiguous classification are indicated with “⇥” symbols: Koposov 1 and

Koposov 2 (Koposov et al. 2007; Paust et al. 2014), Segue 3 (Belokurov et al. 2010; Fadely et al.

2011; Ortolani et al. 2013), Muñoz 1 (Muñoz et al. 2012), Balbinot 1 (Balbinot et al. 2013),

Laevens 1 (Laevens et al. 2014; Belokurov et al. 2014), Laevens 3 (Laevens et al. 2015b), Kim 1

and Kim 2 (Kim & Jerjen 2015a; Kim et al. 2015b), and DES 1 (Luque et al. 2015). Dashed lines

indicate contours of constant surface brightness at µ = {25, 27.5, 30} mag arcsec�2.

Springel et  al  (2008)

observed  bright  
satellites

observational  
biases  &  
baryonic  
effectsDARK  HALOS

Vinfall km/s
2                                                      20                                                200



Counting  Dark  Halos:  Gaps  in  Stellar  Streams?

Structure  in  the  streams  is  caused  by  
DM  sub-halos  with  masses  >  106M¤

Number  density  of  gaps  in  streams  
quantifies  the  abundance  of  dark  sub-
halos  above  this  minimum  mass.

With  uncertainty,  the  abundance  of  gaps  
scaled  to  a  fixed  distance  is  consistent  
with  CDM  but  the  age  of  the  stream  
needs  to  be  assumed

Kinematic  constraints  would  be  more  
powerful  but  requires  a  wide  field  
facility

CDM

Carlberg et  al  (2012,2013)

GD-1  stream



Early  demonstration  of  ability  to  gravitationally  
image  a  halo  of  inferred  mass  ~  3.108 M¤ and  
hence,  with  sufficient  data  the  DM  fraction  and  
mass  function  slope  α    

Need  lots  of  lenses,  accurate  PSF
Limitations:    3-D  position  of  substructure  in  host,  projection  effects  

B1938+666  Einstein  ring

Vegetti et  al  (2012)  

!Keck K-band M ⇥ 1.7� 108M�

Counting  Dark  Halos:  Lensing  Anomalies
Flux/positional  anomalies  leads  to  `gravitational  imaging’  of  structures.  
Requires  exquisite  imaging  data  for  well-studied  multiply-imaged  systems



Universal  DM  Density  Profiles?  

11 Frenk and White: Dark matter and cosmic structure

Figure 4 Images of a galaxy (left) and a rich cluster (right)
dark matter halo from the Aquarius and Phoenix simulation
projects. The two images show the projected dark matter den-
sity at z = 0, in a box of side 1.07Mpc for the galactic halo
and 7.14Mpc for the cluster halo (roughly 4 times r200). The
brightness of each image pixel is proportional to the logarithm

of the square of the dark matter density projected along the
line-of-sight, and the hue encodes the density-weighted aver-
age of velocity dispersion along the line-of-sight. The two im-
ages have the same number of resolution elements within the
radius R200. [Adapted from [118] and [113].]

A full analytic description of the development of such
dissipationless hierarchical clustering came in the early
1990’s with extensions of the original Press-Schechter
model [11] based on excursion set theory [62–65]. In par-
ticular, this description provided formulae for halo merger
rates and formation time distributions, as well as algo-
rithms for producing Monte Carlo samples of halo assem-
bly histories. All this machinery was tested against sim-
ulations of hierarchical clustering and found to fit well
[65,119].
Modern large-volume and high-resolution simulations

have quantified the statistics of halo mergers in the �CDM
cosmology over a wide range of halo masses, providing
accurate fitting formulae for the mean merger rate per halo
over the mass range 1010 �1015 M� and the redshift range
0< z < 15 [120]. If we define a formation epoch as the time
when half the final halo mass was in a single object, then in
the�CDM model halos of mass 108, 1010, 1012 and 1014 M�
have median formation redshifts of 2.35, 1.75, 1.17 and
0.65 respectively.
At the resolution of the Millennium-II Simulation, ha-

los are resolved down to a mass of 2� 108M�. At z = 0
such halos contain 60% of the total mass in the simula-

tion. The Press-Schechter formalism predicts (for the el-
lipsoidal collapse description of [71] which best fits the nu-
merical halo abundance data) that about half of the other
40% should be in halos between the simulation resolution
limit and 10�6M�, the lower limit set by free-streaming for
a 100 GeV WIMP [121]. The remaining 20% of all mass
is predicted to be truly diffuse, i.e. never to have been part
of any object. A similar calculation at z = 8 suggests that
just over half of all matter would still be diffuse at that
time. Very high resolution simulations of individual halos
give insight into whether these large diffuse fractions are
reflected in the material accreted during halo build-up. For
the six Aquarius halos, 30-40% of their final mass was ac-
creted in objects below the resolution limit of the simula-
tions, � 2�105M� [122]. Extrapolation to unlimited resolu-
tion using excursion set theory shows that a typical galaxy
halo would accrete about 10% of its mass in diffuse form
[121]. Since only halos with M > 108M� contain even a
faint dwarf galaxy, about half of the mass accreted during
the growth of the Milky Way’s halo was never previously
associated with stars.
Mergers are an important component of hierarchical

halo growth. However, their importance is often exagger-

10 Copyright line will be provided by the publisher
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Figure 5. (Top) Density profiles of all haloes in our series, scaled to the
radius, r −2, where the local logarithmic slope of the density profile takes
the isothermal value of β = − d log ρ/d log r = 2. Densities are scaled
to ρ−2 = ρ(r −2). This figure shows that, with proper scaling, there is little
difference in the shape of the density profile of haloes of different mass,
confirming the ‘universal’ nature of the mass profile of !CDM haloes. The
NFW profile (equation 1) is a fixed curve in these scaled units, and is shown
with a thick solid line. The M99 formula (equation 2) is shown with a dashed
line. (bottom) Circular velocity profiles of all haloes in our series, scaled to
the maximum velocity, V max, and to the radius at which it is reached, r max.
Note the significant scatter from halo to halo, and also that the NFW and
M99 profiles appear to bracket the extremes of the mass profile shapes of
haloes in our simulation series.

differs very little from that of a galaxy cluster 105 times more mas-
sive. This demonstrates that spherically averaged density profiles
are approximately ‘universal’ in shape; rarely do individual density
profiles deviate from the scaled average by more than ∼50 per cent.

In the scaled units of Fig. 5, the NFW and M99 profiles are
fixed, and are shown as solid and dotted curves, respectively. With
this scaling, differences between density profiles are more evident
than when best fits are compared, since the latter – by definition –
minimize the deviations. In Fig. 5(top), for example, it is easier to
recognize the ‘excess’ of dark mass inside r −2 relative to the NFW
profile that authors such as M99 and Fukushige & Makino (1997,
2001, 2003) have (erroneously) interpreted as implying a steeply
divergent density cusp.

The similarity in mass profile shapes is also clear in Fig. 5(bot-
tom), which shows the circular velocity curves of all haloes in our
series, scaled to the maximum, V max, and to the radius where it is
reached, r max. NFW and M99 are again fixed curves in these scaled
units. This comparison is more relevant to observational interpreta-
tion, since rotation curve, stellar dynamical and lensing tracers are
all more directly related to V c(r ) than to ρ(r). Owing to the reduced
dynamic range of the y-axis, the scatter in mass profiles from halo
to halo is more clearly apparent in the V c profiles; the NFW and
M99 profiles appear approximately to bracket the extremes in the
mass profile shapes of simulated haloes. We discuss below a simple
fitting formula that, with the aid of an extra parameter, is able to
account for the variety of mass profile shapes better than either the
NFW or M99 formulae.

3.6 An improved fitting formula

Although the discussion in the previous subsections has concen-
trated on global deviations from simple fitting formulae such as
NFW or M99, it is important to re-emphasize that such deviations,
although significant, are actually rather small. As shown in Fig. 2,
NFW best fits reproduce the circular velocity profiles to an accuracy
of better than ∼10 per cent down to roughly 0.5 per cent of r 200.
Although this level of accuracy may suffice for some observational
applications, the fact that deviations increase inward and are maxi-
mal at the innermost converged point suggests the desirability of a
new fitting formula better suited for extrapolation to regions beyond
those probed reliably by simulations.

An improved fitting formula ought to reproduce: (i) the more
gradual shallowing of the density profile towards the centre; (ii) the
apparent lack of evidence for convergence to a well-defined central
power law; and (iii) the significant scatter in profile shape from halo
to halo. After some experimentation, we have found that a density
profile where β(r) is a power law of radius is a reasonable com-
promise that satisfies these constraints whilst retaining simplicity,
i.e.

βα(r ) = −d ln ρ/d ln r = 2(r/r−2)α, (4)

which corresponds to a density profile of the form

ln(ρα/ρ−2) = (−2/α)[(r/r−2)α − 1]. (5)

This profile has finite total mass (the density cuts off exponentially
at large radius) and has a logarithmic slope that decreases inward
more gradually than the NFW or M99 profiles. The thick dot-dashed
curves in Figs 3 and 4 show that equation (5) (with α ∼ 0.17)
does indeed reproduce fairly well the radial dependence of β(r) and
βmax(r ) in simulated haloes.

Furthermore, adjusting the parameter α allows the profile to be
tailored to each individual halo, resulting in improved fits. Indeed,
as shown in Fig. 6, equation (5) reproduces the density profile of in-
dividual haloes to better than ∼10 per cent over the reliably resolved
radial range, and there is no discernible radial trend in the residuals.
This is a significant improvement over NFW or M99 fits, where the

C⃝ 2004 RAS, MNRAS 349, 1039–1051

Figure 2.1: Top: State-of-the-art N -body simulations of a Mliky Way-like galaxy (left; Aquarius
project, Springel et al. 2008) and a galaxy cluster (right; Phoenix project, Gao et al. 2012). The
box sides are roughly 4r200, or ' 1 Mpc and 7 Mpc for the galaxy and cluster halos, respectively.
Note the smooth DM halo with an abundance of subhalos superposed (. 10% of particles are in
resolved substructures) and the overall similar appearance of halos whose masses di↵er by a factor
of ' 500. Reproduced from Frenk & White (2012). Bottom: The self-similarity of simulated CDM
density profiles is revealed by the coincidence of the density profiles of dwarf galaxies, L⇤ galaxies,
and galaxy clusters after a suitable rescaling of the units. Here r�2 denotes the radius where the
local slope is ⇢ / r�2, which equals rs for an NFW profile, and ⇢�2 is the corresponding density.
The functional forms proposed by NFW and Moore et al. (1999) are overlaid; after rescaling, these
profiles are completely fixed in this plot. Reproduced from Navarro et al. (2004).

The	  NFW	  
Profile

Across  a  wide  
range  of  scales,  
from  dwarfs  to  
clusters,  the  3D  
DM  radial  
profile  ρ(r)  in  N-
body  
simulations  is  
found  to  be  
self-similar  with  
a  central  cusp,  
ρ(r)  ~  r-1

Adiabatic  
contraction  
(collapse  of  
baryons)  would  
make  the  
observed  profile  
steeper

ρ(r)  ~  r-1

ρ(r)  ~  r--3

Central  
cusp

Navarro,  Frenk &  White  (1996)
Springel et  al  (2008)

Gao et  al  (2012)



Core-Cusp  Problem in  Field  Dwarfs
Oh  et  al  (2011)Low  mass  disks  offer  best  constraints  since  2D  HI  

and  Hα  measures  enable  detailed  modeling  of  
projection  and  other  complications.  Nearly  all  show  
flat  cores  (ρ~const)  rejecting  the  NFW  profile.

However,  some  dwarfs  are consistent  with  NFW  
arguing  against  a  generic  problem  with  CDM  (e.g.  
NGC5963,  Simon  et  al  2005).  

Fig. 6.—(a) Tilted-ring model for NGC 5963. (b) Disk-subtracted rotation curve of NGC 5963 (for M!=LR ¼ 1:24 M#=L#;R). Symbols, colors, and shading are
as in Fig. 4.

Fig. 5.—(a) Tilted-ring model for NGC 5949. (b) Disk-subtracted rotation curve of NGC 5949 (for M!=LR ¼ 1:64 M#=L#;R). Symbols, colors, and shading are
as in Fig. 4.

for the outlying fields of themosaic. For NGC5963, the beam size
was 5B8 ; 5B3 (370 ; 331 pc), and the sensitivity was 31 mJy
beam!1. We detected CO in NGC 5949 and NGC 6689 with
observations at the University of Arizona Steward Observatory
(UASO) 12m telescope (Leroy et al. 2005), but the emission was
not bright enough to map with BIMA.

2.1.3. Optical and Near-Infrared Imaggingg and Reductions

We observed NGC 4605 and NGC 5963 with B, V, R, and I
filters at the 1.8 m Perkins Telescope at Lowell Observatory on
2002 February 11. NGC 5963 was also observed with much
longer exposure times in B and Rwith the 1 m Nickel Telescope
at Lick Observatory on 2003 June 23–24 in order to probe
farther out into the LSB disk of the galaxy. NGC 5949 was
imaged in B, V, R, and I at the Nickel on 2003 September 11, and
NGC 6689 was observed in Sloan r 0 and i0 bands with the
Mosaic camera on the 4 m Mayall Telescope at Kitt Peak on
2003 October 20. All imaging took place under photometric
conditions. Reduction and photometric calibration of these
images followed the description of Simon et al. (2003). To ex-
tend our set of images to the near-infrared, we used the Two
Micron All Sky Survey (2MASS) J, H, and Ks Atlas images of

each galaxy. Three-color optical images of all four galaxies are
displayed in Figure 1.

2.2. Isophotal Fits and Stellar Disk Rotation Curvves

We used the optical /near-IR images of these galaxies to place
reasonable limits on the contributions of their stellar disks to
their rotation curves. We extracted surface brightness profiles
from the images with the IRAF task ELLIPSE, as described
in Simon et al. (2003). For each image of each galaxy, we ran
ELLIPSE, allowing the center position, position angle (PA),
and ellipticity of the isophotes to vary with radius. We then
defined the isophotal center of the galaxy in that band to be the
weighted average of the ellipse centers. ELLIPSE was then run
again with the center fixed, and we measured the weighted
averages of the PA and ellipticity. We then averaged the iso-
photal centers,5 position angles, and ellipticities for each galaxy
in every available band to define fiducial values. In cases in

Fig. 1.—Three-color images of our four target galaxies. Each image uses the asinh scaling recommended by Lupton et al. (2004) to retain an optimal combination
of color and intensity information. (a) BVR image of NGC 4605 from Lowell Observatory. The southeast 2

3 of the galaxy is clearly brighter than the remainder.
(b) BVR image of NGC 5949 from Lick Observatory. The blacked-out rectangle on the east side of the galaxy is where a large dust grain was not completely
removed by flat fielding. We masked out the affected area for the photometric analysis. (c) BVR image of NGC 5963 from Lowell Observatory. (d ) r0H!i 0 image of
NGC 6689 from Kitt Peak National Observatory.

5 For the two galaxies with visually obvious nuclei (NGC 4605 and NGC
5949), we found that the isophotal centers were located quite close to the nuclei.
In these cases, we fixed the ellipse centers on the nuclei instead of the formal
isophotal centers.
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Outflows  from  supernova  explosions  can  flatten  the  cusp.  Best  option  is  
multiple  short  SN  bursts  which  temporarily  evacuate  the  gas  from  the  core  
leading  to  irreversible  K.E.  gains  for  the  DM  (Pontzen &  Governato 2012)

Next  step:  correlate  DM  profiles  with  past  SF  history



CDM  Astrophysical  Scorecard
• Missing  satellite  problem:  ok  if  there  are  tidally-stripped  objects  & dark  halos  
whose  gas  was  expelled  or  consumed  during  reionizationè find  dark  halos

• Boylan-Kolchin effect  (expect  many  dense  massive  satellites):  no  convincing  
explanation  except  cosmic  variance  è external  halo  mass  functions

• Flat  DM  profiles  in  low  mass  galaxies:  Can  resolve  with  continued  
SN  feedback  but  contrived  è is  there  evidence  of  bursts?

Warm  DM  (e.g.  sterile  
neutrino):  washes  out  
cusps  but  has  difficulty  in  
explaining  Lyα  forest  data  
and  suppresses  formation  
of  galaxies  at  high  redshift

Self-interacting  DM:  non-
zero  scattering  coefficient  
only  affects  dense  cores.  
Some  limits  from  ``Bullet  
clusters’’  
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FIG. 2: Transmitted flux along a set of random LOSs for the ΛCDM (green curve) and WDM 1 keV (black curve) and WDM 2
keV (blue curve) models at z = 4.6. This figure refers to the reference (20,512) simulation without adding instrumental noise.
The ΛCDM flux is clearly showing more substructure as compared to the WDM models.

not incorporate chemical elements other than hydrogen
and helium. We have therefore estimated how uniden-
tified, lower redshift metal lines in the Lyman-α forest
may bias our result, and in particular how these nar-
row absorption lines may alter the flux power spectrum
at small scales. Furthermore, the simulations also as-
sume a spatially uniform UV background. We therefore
also estimate the impact of spatial fluctuations in the
UV background on the Lyman-α forest at z = 4.2–5.4.
We follow a modified version of the approach described
in Ref. [65] for exploring fluctuations in the He II ionising
background at lower redshift, to which we refer the reader
for further details. These two systematics effects will also
be discussed more extensively in the Appendix.

V. THE FLUX POWER SPECTRUM

A. The WDM and thermal cut-offs

In this Section we demonstrate the distinctively differ-
ent effects that the thermal (i.e. due to the temperature
of the photo-ionized IGM) and WDM cut-off have on
the flux power spectrum. We will also check for possi-
ble effects due to the limited numerical resolution of our
simulations. Firstly, however, it is instructive to con-
sider Fig. 1, where we show the ratio of the non-linear
matter power spectra in the WDM and ΛCDM simula-
tions. The results are shown at three different redshifts,
z = (3, 4.2, 5.4). The redshift range z = 4.2–5.2 brack-
ets that of the high-resolution data set used in this work.
We additionally present the matter power spectrum at
z = 3 to show the evolution of the non-linear power at
lower redshift. The three WDM models are reported as
orange, blue and black curves for masses of 4,2 and 1
keV, respectively, while the green curve shows the linear
suppression for the 2 keV case taken from Ref. [17]. The
power spectra are already clearly somewhat non-linear at
high redshift; the blue and green curves start to differ sig-
nificantly at small scales at k > 3h/Mpc. In the bottom

part of the panel we show the approximate wavenumber
ranges that are probed by SDSS and the HIRES+MIKE
data set used in our analysis. Note that the non-linear
matter suppression is in good agreement with the fitting
formula presented in Ref. [10].

In Figure 2 we qualitatively compare a set of noise-
less Lyman-α forest spectra extracted from the ΛCDM,
WDM 1 keV and WDM 2 keV models, represented by the
green, black and blue curves respectively. It is clear that
the amount of small-scale substructure in the transmit-
ted flux in the ΛCDM is more prominent with respect
to the WDM cases. In the rest of this Section we will
quantify these differences in terms of the 1D flux power
spectrum.

We now turn to Figure 3, which shows the ratio be-
tween the 1D flux power of the WDM and ΛCDM mod-
els for the four different redshift bins used in the present
analysis (note that we compute the power spectrum of
the quantity δF = F/⟨F ⟩ − 1, and we refer to this as the
flux power). The suppression of the flux power is larger
than that seen in the matter power spectrum. This is
due to the fact that the 1D matter power spectrum is an
integral of the 3D power spectrum and therefore very sen-
sitive to the small scale cut-off. As expected, the largest
differences exist between the 1 keV (black curves) and
the ΛCDM model. Note that the flux power also changes
at large scales; the requirement of reproducing the same
observed mean flux value (given by Eq. 4) results in an
increase of the power at those scales (the power spectrum
of the WDM flux F , not δF, does show suppression over
all scales when compared to ΛCDM). Furthermore, we
also note that there is a substantial redshift evolution of
the flux power between z = 5.4 and z = 4.2.

Numerical convergence for WDM simulations can be
particularly difficult to achieve (see Ref. [38]). In Figure 4
we demonstrate that at the resolution and WDM masses
considered in this work, this should, however, not be an
issue. Figure 4 compares the flux power extracted from
the (20, 512) and (20, 768) 1 and 2 keV simulations to the
corresponding ΛCDM simulations at the same resolution.

Simulations  of  Lyα  forest  (Viel et  al  2013)

Positional  offsets  of  DM,  gas  and  
galaxies  for  72  interacting  

systems  places  upper   limit  on  σDM
(Harvey  et  al  2015)



High  Redshift  Galaxies  &  Reionization
time

baby  galaxies

dark  hydrogen  clouds
ionized  gas  
bubbles

fully  ionized  gas

Courtesy:  
Avi Loeb  (Harvard)

Big  Questions:
1.  When  did  reionization occur?
2.  Were  star  forming  galaxies  responsible?

Issues,  prospects  and  challenges:

• Lyman  alpha  as  tracer  of  IGM  neutrality?
• Ionizing  output  from  star-forming  galaxies?
• Is  the  census  of  star  forming  galaxies  complete?
• Early  dust
• Role  of  AGN  and  early  black  holes



Receding  Horizons:  Star  Formation  History
Galaxy  census  reaches  to  z~10  utilizing  
both  blank  fields  and  lensed  surveys.

Robertson  et  al  (2015)

2 Robertson et al.

2. CONTRIBUTION OF Z < 10 GALAXIES TO LATE
REIONIZATION

2.1. Cosmic Star Formation History

If Lyman continuum photons from star-forming galax-
ies dominate the reionization process, an accounting of
the evolving SFR density will provide a measure of the
time-dependent cosmic ionization rate

ṅion = fescξionρSFR, (1)

where fesc is the fraction of photons produced by stel-
lar populations that escape to ionize the IGM, ξion is
the number of Lyman continuum photons per second
produced per unit SFR for a typical stellar population,
and ρSFR is the cosmic SFR density. Following Robert-
son et al. (2013), we adopt a fiducial escape fraction of
fesc = 0.2 and, motivated by the rest-frame UV spectral
energy distributions of z ∼ 7− 8 galaxies (Dunlop et al.
2013), a fiducial Lyman continuum photon production
efficiency of log10 ξion = 53.14 [Lyc photons s−1M−1

⊙ yr].
The observed infrared and rest-frame UV luminos-

ity functions (LFs) provide a means to estimate ρSFR.
We use the recent compilation of IR and UV LFs pro-
vided in Table 1 of MD14 and references therein to com-
pute luminosity densities ρL to a minimum luminosity
of Lmin = 0.001L⋆, where L⋆(z) is the characteristic
luminosity of each relevant LF parameterization (e.g.,
Schechter or broken power law models)5. We supplement
the MD14 compilation by including ρSFR values com-
puted from the LF determinations at z ∼ 8 by Schenker
et al. (2013), at z ∼ 7 − 8 by McLure et al. (2013), and
estimates at z ∼ 10 by Oesch et al. (2014) and Bouwens
et al. (2014). We include new HST Frontier Fields LF
constraints at z ∼ 7 by Atek et al. (2014) and at z ∼ 9 by
McLeod et al. (2014), incorporating cosmic variance esti-
mates from Robertson et al. (2014). We also updated the
MD14 estimates derived from the Bouwens et al. (2012)
LFs at z ∼ 3− 8 with newer measurements by Bouwens
et al. (2014). All data were converted to the adopted
Planck cosmology.
We adopted the conversion ρSFR = κρL supplied

by MD14 for IR and UV luminosity densities, i.e.
κIR = 1.73 × 10−10 M⊙ yr−1 L−1

⊙ and κUV = 2.5 ×
1010 M⊙ yr L−1

⊙ respectively, as well as their redshift-
dependent dust corrections and a Salpeter initial mass
function. Uncertainties on ρSFR are computed using
faint-end slope uncertainties where available, and other-
wise we increased the uncertainties reported by MD14
by the ratio of the luminosity densities integrated to
L = 0.03L⋆ and L = 0.001L⋆. The data points in Fig-
ure 1 show the updated SFR densities and uncertainties
determined from the IR (dark red) and UV (blue) LFs,
each extrapolated to Lmin = 0.001L⋆.
Since we are interested in the reionization history both

up to and beyond the limit of the current observational
data, we adopt the convenient four-parameter fitting
function chosen by MD14 to model ρSFR(z),

ρSFR(z) = ap
(1 + z)bp

1 + [(1 + z)/cp]dp
(2)

5 We adopt this limit since it corresponds to Mmax ≈ −13 at
z ∼ 7, which Robertson et al. (2013) found was required to reionize
the Universe by z ∼ 6. It corresponds to Mmax = M⋆ + 7.5.

Fig. 1.— Star formation rate density ρSFR with redshift. Shown
are the SFR densities from Madau & Dickinson (2014) determined
from infrared (dark red points) and ultraviolet (blue points) lumi-
nosity densities, updated for recent results and extrapolated to a
minimum luminosity Lmin = 0.001L⋆. A parameterized model for
the evolving SFR density (Equation 2) is fit to the data under the
constraint that the Thomson optical depth τ to electron scatter-
ing measured by Planck is reproduced. The maximum likelihood
model (white line) and 68% credibility interval on ρSFR (red re-
gion) are shown. A consistent SFR density history is found even
if the Planck τ constraint is ignored (dotted black line). These
inferences can be compared with a model forced to reproduce the
previous WMAP τ (orange region), which requires a much larger
ρSFR at redshifts z > 5.

and perform a maximum likelihood (ML) determination
of the parameter values using Bayesian methods (i.e.,
Multinest; Feroz et al. 2009) assuming Gaussian errors.
If we fit to the data and uncertainties reported by MD14,
we recover similar ML values for the parameters of Equa-
tion 2. The range of credible SFR histories can then be
computed from the marginalized likelihood of ρSFR by
integrating over the full model parameter likelihoods.

2.2. Thomson Optical Depth

If star forming galaxies supply the bulk of the pho-
tons that drive the reionization process, measures of the
Thomson optical depth inferred from the CMB place ad-
ditional constraints on ρSFR. The Thomson optical depth
is given by

τ(z) = c⟨nH⟩σT

∫ z

0
feQHII(z

′)H−1(z′)(1 + z′)2dz′ (3)

where c is the speed of light. The comoving hydrogen
density ⟨nH⟩ = XpΩbρc involves the hydrogen mass frac-
tion Xp, the baryon density Ωb, and the critical density
ρc. The Thomson scattering cross section is σT . The
number of free electrons per hydrogen nucleus is calcu-
lated following Kuhlen & Faucher-Giguère (2012) assum-
ing helium is doubly ionized at z ≤ 4.
The IGM ionized fraction QHII(z) is computed by

Most  distant  object

Courtesy:  Dan  Mortlock
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Fig. 2.— Thomson optical depth to electron scattering τ , in-
tegrated over redshift from the present day. Shown is the Planck
constraint τ = 0.066±0.12 (gray area), along with the 68% credibil-
ity interval (red region) determined from the marginal distribution
of τ computed from the SFR histories ρSFR shown in Figure 1.
The corresponding inferences of τ(z) from Robertson et al. (2013)
(dark blue region), a model forced to reproduce the 9-year WMAP
τ constraints (orange region), and a model with ρSFR truncated at
z > 8 (light blue region) following Oesch et al. (2014) are shown
for comparison.

evolving the differential equation

Q̇HII =
ṅion

⟨nH⟩
− QHII

trec
(4)

where the IGM recombination time

trec = [CHIIαB(T )(1 + Yp/4Xp)⟨nH⟩(1 + z)3]−1 (5)

is calculated by evaluating the case B recombination co-
efficient αB at an IGM temperature T = 20, 000K and a
clumping fraction CHII = 3 (e.g., Pawlik et al. 2009; Shull
et al. 2012). We incorporate the Planck constraints on
the Thomson optical depth (τ = 0.066±0.12) by comput-
ing the reionization history for every value of the ρSFR
model parameters, evaluating Equation 3, and then cal-
culating the likelihood of the model parameters given the
SFR history data and the marginalized Thomson optical
depth from Planck (treated as a Gaussian).
Figure 1 shows the ML and 68% credibility interval

(red region) on ρSFR(z) given the ρSFR constraints and
the newly-reported Planck Thomson optical depth. We
find the parameters of Equation 2 to be ap = 0.01376±
0.001 M⊙ yr Mpc−3, bp = 3.26± 0.21, cp = 2.59± 0.14,
and dp = 5.68 ± 0.19. Without the Thomson optical
depth constraint, the values change by less than 1%.
These inferences can be compared with a SFR history
(Figure 1, orange region) forced to match the previous
WMAP measurement (τ = 0.088 ± 0.014) by upweight-
ing the contribution of the derived τ value relative to
the ρSFR data. The ML parameters of such a model
(ap = 0.01306, bp = 3.66, cp = 2.28, and dp = 5.29) lie
well outside the range of models that reproduce jointly

ρSFR(z) and the Planck τ .
We can now address the important question of the

redshift-dependent contribution of galaxies to the Planck
τ = 0.066 ± 0.012 in Figure 2. The red region shows
a history which is consistent with the SFR densities
shown in Figure 1 given our simple assumptions for the
escape fraction fesc, early stellar populations, and the
clumpiness of the IGM. Importantly, the reduction in τ
by Planck (compared to WMAP) largely eliminates the
tension between ρSFR(z) and τ that was discussed by
many authors, including Robertson et al. (2013). That
a SFR history consistent with the ρSFR(z) data easily
reproduces the Planck τ strengthens the conclusions of
Robertson et al. (2013) that the bulk of the ionizing pho-
tons emerged from galaxies. Figure 2 shows that the ob-
served galaxy population at z < 10 can easily reach the
68% credibility intervals of τ with plausible assumptions
about fesc and Lmin. As a consequence, the reduced τ
eliminates the need for very high-redshift (z ≫ 10) star
formation (see section 3 below). We note the dust cor-
rection used in computing ρSFR at z ∼ 6 permits an
equivalently lower fesc without significant change in the
derived τ .
Figure 2 also shows τ(z) computed with the 9−year

WMAP τ marginalized likelihood as a constraint on
the high-redshift SFR density (blue region; Robertson
et al. 2013), which favored a relatively low τ ∼ 0.07.
If, instead, the SFR density rapidly declines as ρSFR ∝
(1 + z)−10.9 beyond z ∼ 8 as suggested by, e.g., Oesch
et al. (2014), the Planck τ is not reached (light blue re-
gion). Lastly, if we force the model to reproduce the best-
fit WMAP τ (orange region), the increased ionization at
high redshifts requires a dramatic increase in the z > 7.5
SFR (see Figure 1) and poses difficulties in matching
other data on the IGM ionization state, as we discuss
next.

2.3. Ionization History

Similarly, we can update our understanding of the
evolving ionization fraction QHII(z) computed during
the integration of Equation 4. Valuable observational
progress in this area made in recent years exploits
the fraction of star forming galaxies showing Lyman-
α emission (e.g., Stark et al. 2010) now extended to
z ∼ 7 − 8 from Treu et al. (2013), Pentericci et al.
(2014) and Schenker et al. (2014), the Lyman-α damping
wing absorption constraints from GRB host galaxies by
Chornock et al. (2013), and the number of dark pixels
in Lyman-α forest observations of background quasars
(McGreer et al. 2015). While most of these results re-
quire model-dependent inferences to relate observables
to QHII , they collectively give strong support for reion-
ization ending rapidly near z ≃6.
Figure 3 shows these constraints, along with the in-

ferred 68% credibility interval (red region; ML model
shown in white) on the marginalized distribution of the
neutral fraction 1 − QHII from the SFR histories shown
in Figure 1 and the Planck constraints on τ . Although
our model did not use these observations to constrain
the computed reionization history, the inferred ioniza-
tion history is nonetheless in good agreement with the
available constraints6.

6 The model does not fare well in comparison to Lyman-α forest

Planck  &  HST:  Reionization over  6  <  z  <  124 Robertson et al.

Fig. 3.— Measures of the neutrality 1 − QHII
of the intergalac-

tic medium as a function of redshift. Shown are the observa-
tional constraints compiled by Robertson et al. (2013), updated
to include recent IGM neutrality estimates from the observed frac-
tion of Lyman-α emitting galaxies (Schenker et al. 2014; Pentericci
et al. 2014), constraints from the Lyman-α of GRB host galaxies
(Chornock et al. 2013), and inferences from dark pixels in Lyman-α
forest measurements (McGreer et al. 2015). The evolving IGM neu-
tral fraction computed by the model is also shown (red region is the
68% credibility interval, white line is the ML model). While these
data are not used to constrain the models, they are nonetheless
remarkably consistent. The bottom panel shows the IGM neutral
fraction near the end of the reionization epoch, where the presented
model fails to capture the complexity of the reionization process.
For reference we also show the corresponding inferences calculated
from Robertson et al. (2013) (blue region) and a model forced to
reproduce the WMAP τ (orange region).

Figure 3 also shows the earlier model of Robertson
et al. (2013) (blue region) which completes reionization
at slightly lower redshift and displays a more prolonged
ionization history. This model was in some tension with
the WMAP τ (Figure 2). If we force the model in the
present paper to reproduce the WMAP τ (orange re-
gion), reionization ends by z ∼ 7.5, which is quite incon-
sistent with several observations that indicate neutral gas
within IGM over the range 6 ! z ! 8 (Figure 3).

3. CONSTRAINTS ON THE CONTRIBUTION OF Z > 10
GALAXIES TO EARLY REIONIZATION

By using the parameterized model of MD14 to fit the
cosmic SFR histories, and applying a simple analytical
model of the reionization process, we have demonstrated
that SFR histories consistent with the observed ρSFR(z)
integrated to Lmin = 0.001L⋆ reproduce the observed
Planck τ while simultaneously matching measures of the
IGM neutral fraction at redshifts 6 ! z ! 8. As Fig-
ure 1 makes apparent, the parameterized model extends
the inferred SFR history to z > 10, beyond the reach
of current observations. Correspondingly, these galaxies

measurements when QHII
∼ 1 because of our simplified treatment

of the ionization process (see the discussion in Robertson et al.
2013)

Fig. 4.— Correspondence between the Thomson optical depth,
the equivalent instantaneous reionization redshift zreion, and the
average SFR density ρSFR at redshift z " 10. Shown are samples
(points) from the likelihood function of the ρSFR model parameters
resulting in the 68% credibility interval on τ from Figure 2, color
coded by the value of zreion. The samples follow a tight, nearly
linear correlation (dashed line) between ρSFR and τ , demonstrating
that in this model the Thomson optical depth is a proxy for the
high-redshift SFR. We also indicate the number of z > 10 galaxies
with mAB < 29.5 per arcmin−2 (right axis), assuming the LF
shape does not evolve above z > 10.

supply a non-zero rate of ionizing photons that enable the
Thomson optical depth to slowly increase beyond z ∼ 10
(see Figure 2). We can therefore ask whether a connec-
tion exists between ρSFR(z > 10) and the observed value
of τ under the assumption that star forming galaxies con-
trol the reionization process.
Figure 4 shows samples from the likelihood function of

our model parameters given the ρSFR(z) and τ empirical
constraints that indicate the mean SFR density ⟨ρSFR⟩
(averaged over 10 ! z ! 15) as a function of the total
Thomson optical depth τ . The properties ⟨ρSFR⟩ and τ
are tightly related, such that the linear fit

⟨ρSFR⟩ ≈ 0.344(τ − 0.06) + 0.00625 [M⊙ yr−1 Mpc−3]
(6)

provides a good description of their connection (dashed
line). For reference, the likelihood samples shown in Fig-
ure 4 indicate the corresponding redshift of instantaneous
reionization zreion via a color coding.
Given that the SFR density is supplied by galaxies that

are luminous in their rest-frame UV, we can also connect
the observed τ to the abundance of star forming galaxies
at z " 10. This quantity holds great interest for fu-
ture studies with James Webb Space Telescope, as the
potential discovery and verification of distant galaxies
beyond z > 10 has provided a prime motivation for the
observatory. The 5-σ sensitivity of JWST at 2 µm in a
t = 104 s exposure is mAB ≈ 29.5.7 At z ∼ 10, this
sensitivity corresponds to a UV absolute magnitude of

7 See http://www.stsci.edu/jwst/instruments/nircam/sensitivity/table

Robertson  et  al  (2015),  see  also  Bouwens+(2015),  Mitra+(2015)

Adopting  fesc =  0.2,  ξion consistent  with  β=  -2,  a  LF  extending  to  MUV=-13  
can  match  Planck  data  with  reionization largely  contained  with  10  <  z  <  6
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Figure 1: This Figure shows schematically why Lyα emitting galaxies (LAEs) probe the distribution of neu-
tral intergalactic gas during the EoR. Lyα photons emitted by galaxies inside large HII regions can redshift
away far from the line resonance before they enter the neutral IGM (as indicated by the color-changing solid
lines). As a result of this redshift, some of these photons can propagate freely to the observer. However,
for galaxies inside smaller HII regions all Lyα photons scatter through the neutral IGM (represented by the
dotted lines) into a very low surface brightness ‘fuzz’ that is much too faint to be detected with existing tele-
scopes [14, 8]. Because the neutral IGM affects the detectability of Lyα photons, we expect the reionization
process to leave an imprint in various statistics (number counts, clustering, ...) of LAEs [11, 16].

1. Introduction: Lyα Emitting Galaxies as a Probe of the Epoch of Reionization

The Lyα emission line is robustly predicted to be the most prominent intrinsic spectral feature
of the first generation of galaxies that initiated the reionization process in our Universe. The Lyα
line can be heavily suppressed by intervening, neutral intergalactic gas. As a result, the process of
reionization leaves an imprint on various statistics of Ly-α emitting galaxies (Fig 1, [11]). However,
if we wish to fully exploit Lyα emitters (LAEs) as a probe into the Epoch of Reionization (EoR),
it is important to understand what drives their observed redshift evolution after reionization is
completed. Otherwise, it is difficult to tell what other parameters are important in driving the
redshift evolution of LAEs, and whether these parameters can be evolving during the EoR as well.
I argue that one of the key uncertainties in interpreting existing LAE observations relates to the
impact of the ionized intergalactic medium (IGM) on Lyα photons emitted by galaxies.

2

Lyα  fraction  declines  sharply  to  z~8

Schenker et  al  (2014)  – Keck  MOSFIRE  +  UDF,  CLASH  7<z<8.2
Treu et  al  (2013)  – Keck  MOSFIRE  +  BoRG z~8
Finkelstein  et  al  (2013)  – Keck  MOSFIRE  +  CANDELS  z  >  7
Pentericci et  al  (2014)  – VLT  FORS  6<z<7.3
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Fig. 9.— The fraction of Lyman break galaxies that display Lyα in emission at an EW ≥ 25 Å, plotted as a function of redshift. The
values at z = 7 and 8 reflect differential measurements with the data at z = 6, as described in the text. Thus, these data points and errors
are simply the convolution of the xLyα PDF at z = 6 and the transmission fraction PDF at z = 7 and 8.
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Fig. 10.— Posterior probability distribution for our full model, p(EWLyα—β). Shaded plots represent the posterior PDF marginalized
over all but the two variables labeling the axes, while line plots are marginalized over all but one variable. Thus, the one dimensional PDFs
for each variable, from which we quote our error bars, can be read off along the diagonal.

z~6  emitters

Fraction  
of  

galaxies  
showing  
Lyman  α

redshift

Via  resonant  scattering,  Lyα  visiblity is  reduced  
when  a  galaxy  lies  in  a  partially-neutral  IGM  
(Miralda-Escude 1998,  Santos  2004)

First  applications  Fontana+  (2010),  Stark+(2010)



Spatial  Distribution  of  Lyα  Emitters
Subaru  HSC/PFS  will  chart  distribution  of  Lyα  emitters  at  end  of  reionization
(5.7<z<7.1)  in  possible  coordination  with  LOFAR  
Constrains  evolving  sizes  of  ionized  bubbles  & longevity  of  ionizing  sources.  

calibrate the photometric redshifts, all WL studies require a ground-based spectroscopic 
capability to provide redshifts for a small subset of the imaging survey. This is in fact a 
challenging goal as high completeness (>98%) to the depth of the imaging survey 
(m~24.5) is essential and, at the faint end, this requires a formidable effort with a 8-10m 
aperture. In principle this is a program to which Subaru’s PFS and Keck’s 
DEIMOS/MOSFIRE could contribute but it is largely a secondary role and such a survey 
would be hard to justify on its own scientific merit. 
 
An important application which borders on cosmography is the charting of Lyman alpha 
emission in high redshift galaxies [8] which contains valuable information on the later 
stages of cosmic reionization, in particular the size distribution of ionized bubbles and 
the sources of the ionizing radiation (Figure 1). Subaru’s HSC will chart an ultradeep 
field of 3.5 deg2 with narrow-band filters to map the evolving 2-D distribution of ionized 
bubbles at redshifts 5.7<z<7.1; this is an unique survey which can be correlated with HI 
distributions from interferometers such as LOFAR. However, spectroscopic verification 
of these Lyα emitters is highly desirable for precision studies and could be beyond the 
capabilities of PFS. An upgraded DEIMOS with red-sensitive CCDs would provide a 
natural partnership between Subaru and Keck. The spectroscopic follow-up of known 
emitters supplied by Subaru would provide additional information, for example on the 
Lyα line profiles and the associated velocity offsets derived from nebular emission lines 
targeted with MOSFIRE.  
 

 
 
Figure 1: The angular distribution of 207 Lyman alpha emitters of various luminosities at 
z=6.565 ± 0.054 selected using narrow-band filters with Subaru’s Suprime-Cam imager 
[8]. HSC will conduct a deeper survey targeting emitters over 5.7<z<7.1 over an area of 
3.5 deg2. Spectroscopic follow-up with PFS and a red-sensitive DEIMOS would provide 
valuable information on the size distribution of ionized bubbles and the sources of 
radiation at the end of cosmic reionization.  
 
The most practical area where progress can be made by Keck in cosmography is in high 
resolution analyses of strong lenses as a probe of the nature of dark matter. The 
Einstein radius of strong lenses such as individual massive galaxies and the cores of 
rich clusters is typically a few arcmin which matches both the AO imaging and 
spectroscopic capabilities at Keck. A key issue for the standard cold dark matter (CDM) 

Angular	  distribution	   of	  z~6.6	  LAEs	  
via	  nb imaging	  with	  SuprimeCam

Ouchi et  al  2010

HSC  CCD

PFS  2400  fibers

Subaru  8.2m  1.5  deg dia
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Diagnosing  Ionizing  Radiation  via  UV  Metal  Lines

- CIV  1548  Å 48  eV
- O  III]  1664  Å 35  eV
- CIII]  1909  Å 29  eV

Valuable  indicators  of  
early  hot  stellar  populations  
and  their  ionizing  capability

Stark et  al  (2014,2015)

✖

CIII]  1905/1909  Å doublet  at  z=7.73

CIV  1548/1550  Å doublet  at  z=7.05

Long  integrations  with  NIR  spectrographs



Rising  Escape  Fraction  with  Redshift?

Neutral  gas

z=4  LBG  composite  (N=81)

Jones  et  al  (2012,  2013)

Stacked  low  
ionization  
absorption  
profile

Reduced  covering  fraction  of  low  ionization  gas  consistent  with  smaller  
galaxies,  more  energetic  SF  and  higher  escape  fraction

z

Requires  high  dispersion  stacks  of  z  >  5  targets



5″ 10″

Dust  at  High  z?

Xshooter spectroscopy
GTO: 12 hours (Watson et al.)
GO: 10 hours (Bouwens et al.)

Tuesday 29 April 14

Watson  et  al  (2015)

• Lensed  z~7.5  galaxy  
A1689_zD1  in  Abell 1689  
(Bradley  et  al  2008);;  
magnification  ~×9

• Low  mass  (log  M*~9.2)  
with  blue  UV  slope  

• ALMA  band  6  (1mm)    
detection  confirmed  via  3  
independent  exposures
(log  Mdust ~8)

VLT	  X-‐shooter	   spectrum

ALMA	  1mm

More  ALMA  data  on  z  >  7  
LBGs!



Chemical  Evolution:
The  Next  Diagnostic

JWST  will  detect  starlight  and  provide  access  to  rest-frame  optical  nebular  
lines  ([O  II],  [O  III],  [N  II],  Hα)  of  great  utility  in  tracing  gas  phase  enrichment

z=8  UDF  galaxy;;  25  hour  exposureJWST  NIRSpec



Summary  Points

• Main  dark  energy  probes  (weak  lensing,  large  scale  structure)  now  the  
province  of  dedicated  experiments  although  some  are  being  carried  out  on  
general  purpose  telescopes  (e.g.  Subaru)

• Window  of  opportunity  ahead  of  Euclid  very  limited  in  all  areas;;  better  to  
complement  Euclid  e.g.  higher  sampling  in  BAO,  spectroscopic  calibration  of  
photometric  redshifts

• Many  opportunities  in  dark  matter  investigations:  Galactic  searches  for  dark  
halos,  lensing  anomalies,  impact  of  baryonic  events  on  DM  distribution:  
evidence  for  departures  from  standard  model  remains  slim,  however.

• High  redshift  studies  and  questions  regarding  reionization require  major  
investment  in  challenging  spectroscopy  ahead  of  JWST:  UV  metal  lines  probe  
nature  of  early  hot  stars  and  high  dispersion  spectra  probes  escape  of  ionizing  
radiation:  major  effort  to  increase  number  of  high  z  lensed  targets  





More  Interesting  Use  of  High  z  SNe?

Explosion  (literally!)   in  study  of  
superluminous SNe which  offer  

• new  trace  of  early  chemical  
enrichment  

• beacons  for  identifying  early  
galaxies

• probes  of  cosmic  reionisation,  
feedback  &  rapid  mini-halo  
enrichment

• nucleosynthesis products  in  
local  dwarf  galaxies

Gal-Yam  (2012)



Requirement  for  Euclid:  Q=1000

Courtesy:  Tom  Kitching (Image  Analysis  in  Cosmology,  Pasadena  Sep  2011)

Q(max)  =  319.5  in  2011



• Peculiar  velocities  quantified  by  
asymmetrical  correlation  fn ξ(σ,π)  

• Small  separations:    ‘Finger-of-God’

• Large  separations:  l.o.s.  flattening
Yields  ΩM0.6/b  thus  require  bias  factor  b

Redshift  Space  
Distortions  for  free..

r σ

π

2dF:                          
Peacock  et  al (2001)

Ωm,0 = 0.274± 0.017

VIPERS:                            
Bel et  al (2014)



Constraints  on  early  SF  from  GRBs

Robertson  &  Ellis  (2012)

N(  <  z)  for  152  long  duration  GRBs  matches  
integral  of  SFH  0<z<4.  This  enables  us  to  
deduce  early  SFH  from  rate  of  z>6  GRBs
.
Major  discrepancy!  Missing  star  formation?

redshift

N(<z)

Cosmic  star  formation  history

GRB-
inferred

LBGs

z

Liso


