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AGN in a nutshell
An Active Galactic Nucleus (AGN) is a galaxy nucleus with indications 
non-stellar activity (L~1011-1015 L☉, non-stellar continuum, prominent 
emission lines, jets of relativistic material, strong and fast variability)
Many observational classes: Quasars, Seyfert galaxies, radio gal., etc.
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UV-Optical Spectra of Quasars
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corresponding wavelength range. The sum of the normal-
ized spectra was smoother than the template at shorter
wavelengths where the S/N level was lower, and it serves as
the –nal composite spectrum.

displays the number of merged spectra as aFigure 3
function of wavelength. For some objects, multiple obser-
vations taken with the same grating exist. In such cases, we
merged these spectra into a single spectrum, which counts
as one in Near 1200 the number of mergedFigure 3. Aé
spectra reaches a peak of D100, and at very short wave-
lengths it is only 2 or 3. displays the S/N level ofFigure 4
the composite spectrum after binning by 10 pixels. The
spectral region near 1200 has the highest S/N level ofAé
D130 per and the region near 350 has S/N B 8 perAé , Aé Aé .
The actual S/N level may be slightly lower as the Ñat-–eld
correction of the FOS instrument limits the S/N in any
given spectrum to D50 or less. But we do not expect a
signi–cant e†ect as any Ñat-–eld irregularities should be
smeared out because of the di†erent redshifts.

3. RESULTS

3.1. Continuum
The composite HST quasar spectrum, as shown in

shows a change in slope of the continuum betweenFigure 5,
350 and 3000 that can be approximated as a brokenAé
power law. We used the IRAF task spec–t to –t(Kriss 1994)
the shape of the continuum and the emission lines. With
spec–t, complex line and continuum models can be –tted to
data using a nonlinear s2-minimization technique. For our
–ts we binned the composite spectrum by 3 pixels (0.3 Aé ).
The following wavelength windows for the continuum
–tting were selected : 350È450, 500È640, 720È750, 800È825,
930È950, 1100È1130, 1450È1470, 1975È2010, and 2150È
2200 Above 900 any small deviations from a power lawAé . Aé
that are caused by weak emission features, Fe II in particu-

lar, yield signi–cant *s2 because of the very high S/N level.
Therefore, the selected windows at long wavelengths are
narrow. The region near 912 was excluded because of anAé
apparent local depression in Ñux (discussed below). The
region longward of 2200 was not –tted because of theAé
strong Fe II emission seen there.

Since the propagated error arrays in our calculations
contain correlated errors that are not taken into account,
we experimented with two di†erent methods of assigning
errors and evaluating the goodness of our –ts. The –rst
directly uses the propagated error array. The second uses
the rms spectrum. An advantage of using the rms spectrum
for the error bars is that it avoids giving excessive weight to
the longer wavelength portions of the spectrum where the
number of merging spectra is large. To calculate the rms
spectrum, each normalized spectrum was di†erenced with
respect to the composite. The squared di†erences were
summed, with equal weights, and the sum was divided by
the number of spectra contributing to each pixel. The
square root of the result gives the rms deviation, shown in

The dispersion is D10% around 2500 andFigure 6. Aé ,
D30% around 400 Aé .

A –t with a single power-law continuum using the propa-
gated error array yields s2 \ 13, 684 for 1504 data points
and two free parameters. In contrast, a broken power law
gives s2 \ 1196 for 1504 points and four free parameters,
with the power-law index a \ [1.00 ^ 0.01 above 1038 Aé
and a \ [2.02 ^ 0.02 below. We conclude that a broken
power law is a good –t to the continuum (except for the
region between 900 and 1200 where the continuum shapeAé
changes gradually) and that a single power law can be
excluded at much greater than the 5 p con–dence level.

Fits using the rms spectrum for the errors give similar
results. The –tted power-law index a \ [0.99 ^ 0.01 above
D1052 and a \ [1.96 ^ 0.02 below. The power-lawAé
index in the region with j [ 1052 derived with the rmsAé

FIG. 5.ÈComposite FOS spectrum of 101 quasars, binned to 2 Prominent emission lines and the Lyman limit are labeled, and two possible emissionAé .
features are marked. The continuum –tting windows are marked with the bars near the bottom.Composite HST Quasar 

spectrum (Zheng+1997)
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FIG. 5.ÈComposite quasar spectrum generated using the geometric
mean of the input spectra. Power-law Ðts to the estimated continuum Ñux
are shown. The geometric mean is a better estimator than the arithmetic
mean (or median) for power-law distributions. The resolution of the input
spectra is B1800 in the observed frame, which gives a wavelength
resolution of about 1 in the rest frame.A!

The geometric mean of the Ñux density values was calcu-
lated in each wavelength bin to form the geometric mean
composite quasar spectrum, shown in Figure 5 on a
logarithmic scale. The median and geometric mean com-
posites are quite similar, but there are subtle di†erences in
both the continuum slopes and the emission-line proÐles,
discussed further in the following sections, which justify the
construction of both composite spectra.

4. CONTINUUM, EMISSION, AND ABSORPTION FEATURES

4.1. T he Continuum
The geometric mean spectrum is shown on a log-log scale

in Figure 5, in which a single power law will appear as a
straight line. The problem of Ðtting the quasar continuum is
complicated by the fact that there are essentially no
emission-lineÈfree regions in the spectrum. Our approach is
to Ðnd a set of regions that give the longest wavelength
range over which a power-law Ðt does not cross the spec-
trum (i.e., the end points of the Ðt are deÐned by the two
most widely separated consecutive intersections). The
regions that satisfy this are 1350È1365 and 4200È4230 AA! .
single power-law Ðt through the points in those regions
gives an index of and Ðts the spec-al \ [0.44 (aj \ [1.56)
trum reasonably well from just redward of Lya to just blue-
ward of Hb (Fig. 5). The statistical uncertainty in the
spectral index from the Ðt alone is quite small (B0.005)
owing to the high S/N of the spectrum and the wide separa-
tion of the Ðtted regions. However, the value of the index is
sensitive to the precise wavelength regions used for Ðtting.
More importantly, the spectrophotometric calibration of
the spectra introduces an uncertainty of B0.1 in (° 2). Wealestimate the uncertainty of the measured value of the
average continuum index to be B0.1, based mainly on the
remaining spectral response uncertainties. Redward of Hb
the continuum Ñux density rises above the amount predict-

ed by the power law; this region is better Ðtted by a separate
power law with an index of Fig. 5),al \ [2.45 (aj \ 0.45 ;
which was determined using the wavelength ranges 6005È
6035 and 7160È7180 The abrupt change in the contin-A! A! .
uum slope is discussed in ° 5.

As a comparison, we have also measured the power-law
indices for the median composite, which are al \ [0.46

and for the respec-(aj \ [1.54) al \ [1.58 (aj \ [0.42)
tive wavelength regions (Fig. 3). The index found for the
Lya-to-Hb region is almost indistinguishable from that
found for the geometric mean composite. The indices for
both spectra redward of Hb are signiÐcantly di†erent,
however, and are a result of the di†erent combining pro-
cesses. The geometric mean should give a better estimate of
the average index, but comparison with mean or median
composite spectra from other studies is probably reason-
able in the Lya-to-Hb region, given the small di†erence in
the indices measured for our composite spectra. The contin-
uum blueward of the Lya emission line is heavily absorbed
by Lya forest absorption, as seen in Figure 3. However,
because the strength of the Lya forest is a strong function of
redshift and a large range of redshifts was used in construc-
ting the sample, no conclusions can be drawn about the
absorption or the continuum in that region.

4.2. Emission and Absorption L ines
The high S/N and relatively high resolution (1 of theA! )

composite allows us to locate and identify weak emission
features and resolve some lines that are often blended in
other composites. It is also possible that our sample
includes a higher fraction of spectra with narrower line pro-
Ðles, which could also help in distinguishing emission fea-
tures. For example, close lines that are clearly distinguished
in the spectrum include Ha/[N II] (jj6548, 6563, 6583),
Si III]/C III] (jj1892, 1908), the [S II] (jj6716, 6730) doublet,
and Hc/[O III] (jj4340, 4363). Emission-line features above
the continuum were identiÐed manually in the median spec-
trum. Including the broad Fe II and Fe III complexes, 85
emission features were detected. The endpoints of line posi-
tions and were estimated to be where the Ñux densityjlo jhiwas indistinguishable from the local ““ continuum.ÏÏ The
local continuum is not necessarily the same as the power-
law continuum estimated in ° 4.1, since the emission lines
may appear to lie on top of other emission lines or broad
Fe II emission features. The peak position of each emission
line, was estimated by calculating the mode of the topjobs,B50% of the lineÈthe same method used for measuring the
[O III] j5007 line peaks in ° 3.1. Uncertainties in the peak
positions include the contribution from the Ñux density
uncertainties, but none from uncertainties in the local con-
tinuum estimate. Fluxes and equivalent widths were mea-
sured by integrating the line Ñux density between the
endpoints and above the estimated local continuum. Line
proÐle widths were estimated by measuring the rms wave-
length dispersion, about the peak positionÈi.e., thepj,
square root of the average Ñux-weighted squared di†erences
between the wavelength of each pixel in a line proÐle and
the peak line position. Asymmetry of the line proÐles was
measured using PearsonÏs skewness coefficient, skewness \

Lines were identiÐed by match-3 ] (mean [ median)/pj.
ing wavelength positions and relative strengths of emission
features found in other objects, namely the Francis et al.
(1991) composite, the Zheng et al. (1997) composite, the
narrow-lined quasar I Zw 1 (Laor et al. 1997 ; Oke & Lauer

Composite SDSS Quasar 
spectrum (Vanden Berk+2001)

Prominent broad (FWHM >1000 km/s, up to ~10000 km/s) emission lines
Strong blue continuum 
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UV-Optical Spectra of Seyferts
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Broad (FWHM > 1000, 3000-10000 km/s) permitted (Hα, Hβ, MgII, CIV) 
lines
Narrow (FWHM < 1000, ~500 km/s) permitted and forbidden lines ([OIII], 
[NII], etc.)
Seyfert 1 galaxies: broad and narrow lines → in general type 1 objects
Seyfert 2 galaxies: narrow lines only → in general type 2 objects
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Narrow emission lines from the Narrow Line Region (NLR)
low density (compared to critical density of forbidden lines,  Nc ~106 cm-3), 
Doppler broadened but “small” velocity clouds (~500 km/s but typical velocities of 
host galaxies ~100-300 km/s) 
galactic scales (~100 pc to kpc scales)

  
Broad emission lines from 
Broad Line Region (BLR)

large densities (>> Nc, 
forbidden lines collisionally 
suppressed)
Doppler broadened by large 
velocities (~1000-10000 km/s)
very small scales (~light days 
to < pc)

BLR and NLR

7
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Large luminosities from small volumes

Require large efficiencies (>> 0.007 of nuclear reactions in stars)
Accretion onto supermassive black holes (Salpeter 1964, Zel’dovich 1964)

small volumes (a few Schwarschild radii)
large efficiencies (ε ~ 0.06-0.4 for non rotating - rotating BH)
L < LEdd implies large MBH, 
much larger than stellar BHs 
L ~ 1012 L☉ → MBH > 3×107 L☉
Emission is due to accretion 
disk providing plenty of 
ionizing photons 
(Big Blue Bump) 
harder spectrum than O stars

Central engine: accreting BH

8

L = "Ṁc2

       AGN     

Spiral

Elliptical

Big Blue Bump
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FIG. 11.— Top: Hβ BLR radius versus the 5100Å AGN luminosity. The solid line is the best fit to the data and the grayscale region shows the range allowed
by the uncertainties on the best fit. The left panel displays all 71 datapoints included in this analysis, where the open circles are the new measurements that we
include for the first time. The right panel shows the fit with Mrk 142 removed, an adopted lag for PG2130+099 of 31± 4 days, and a reddening correction of
0.26 dex for NGC3227 (see the text for details). The slope does not change appreciably with these adjustments, but the scatter is significantly reduced from
0.19 dex to 0.13 dex. All measurements are plotted with their associated uncertainties, but the error bars are sometimes smaller than the plot symbols. Bottom:
Residuals of the estimated BLR radii compared to the measured BLR radii using the best fit to the RBLR–L relationship. The dotted lines are Gaussian functions
with a width equal to the variance in the scatter determined from the best fit, demonstrating the relative normality of the residual distribution.

Bentz+13

Reverberation mapping of BLR
Light curves of continuum and 
broad emission lines are similar
time lag (= light crossing time) 
implies small dimensions of BLR 
(RBLR = c Δτ)
Combine line widths with time 
lags to estimate BH mass (e.g. 
Peterson et al.)

MBH ~106-109 M☉ found
Radius luminosity relation:
RBLR ~ LAGN (Kaspi+00,Bentz+13)
BLR is photoionized from central 
continuum source
Possible to measure BH masses 
from any type 1 spectrum 
(combine line width and LAGN)

MBH = f
V 2R

G

– 38 –
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Fig. 2.—: Complete light curves for the five objects observed during our campaign. For each

object, the top panel shows the 5100 Å flux in units of 10−15 erg s−1 cm−2Å−1 and the bottom panel

shows the integrated Hβλ4861 flux in units of 10−13 erg s−1 cm−2. Open black circles denote the

observations from MDM Observatory and red asterisks represent spectra taken at CrAO. Closed

red squares show the photometric observations from CrAO, and closed blue triangles represent

photometric observations from the WISE Observatory.

Grier+12

Δτ



AGN unified model: orientation effect
Broad polarized lines in archetypal Seyfert 2 (Antonucci & MIller 1985)
Unified model: all sources intrinsically the same, but seen under different 
viewing angles208

5. Active Galactic Nuclei

Fig. 5.27. Spectrum of the Seyfert 2 galaxy NGC 1068. The
top panel displays the total flux which, besides the contin-
uum, also shows narrow emission lines, in particular [OIII] at
λ = 5007 Å and λ = 4959 Å. However, in polarized light (bot-
tom panel), broad emission lines (like Hβ and Hγ ) typical of
a Seyfert 1 galaxy are also visible. Therefore, it is concluded
that the BLR becomes visible in light polarized via scattering;
the BLR is thus visible only indirectly

The interpretation of this observation (see Fig. 5.28)
now is that NGC 1068 has a BLR but our direct view of
it is obscured by absorbing material. However, this ab-
sorber does not fully engulf the BLR in all directions but
only within a solid angle of < 4π as seen from the cen-
tral core. If photons from the BLR are scattered by dust
or electrons in a way that we are able to observe the scat-
tered radiation, then the BLR would be visible in this
scattered light. Direct light from the AGN completely
outshines the scattered light, which is the reason why we
cannot identify the latter in the total flux. By scattering,
however, this radiation is also polarized. Thus in obser-
vations made in polarized light, the (unpolarized) direct

radiation is suppressed and the BLR becomes visible in
the scattered light.

This interpretation is additionally supported by
a strong correlation of the spatial distribution of the
polarization and the color of the radiation in NGC 1068
(see Fig. 5.29). We can conclude from this that the differ-
ences between Seyfert 1 and Seyfert 2 galaxies originate
in the orientation of the accretion disk and thus of the
absorbing material relative to the line-of-sight.

From the abundance ratio of Seyfert 1 to Seyfert 2
galaxies (which is about 1:2), the fraction of solid angle
in which the view to the BLR is obscured, as seen from
the AGN, can be estimated. This ratio then tells us that
about 2/3 of the solid angle is covered by an absorber.
Such a blocking of light may be caused by dust. It is
assumed that the dust is located in the plane of the
accretion disk in the form of a thick torus (see Fig. 5.28
and Fig. 5.30 for a view of this geometry).

Search for Type 2 QSOs. If the difference between
Seyfert galaxies of Type 1 and Type 2 is caused merely
by their orientation, and if likewise the difference be-
tween Seyfert 1 galaxies and QSOs is basically one
of absolute luminosity, then the question arises as to
whether a luminous analog for Seyfert 2 galaxies exists,
a kind of Type 2 QSO. Until a few years ago such Type 2
QSOs had not been observed, from which it was con-
cluded that either no dust torus is present in QSOs due
to the high luminosity (and therefore no Type 2 QSOs
exist) or that Type 2 QSOs are not easy to identify.

This question has finally now been settled: the cur-
rent X-ray satellites Chandra and XMM-Newton have
identified the population of Type 2 QSOs. Due to the
high column density of hydrogen which is distributed in
the torus together with the dust, low-energy X-ray radia-
tion is almost completely absorbed by the photoelectric
effect if the line-of-sight to the center of these sources
passes through the obscuring torus. These sources were
therefore not visible for ROSAT (E ≤ 2.4 keV), but the
energy ranges of Chandra and XMM-Newton finally al-
lowed the X-ray detection and identification of these
Type 2 QSOs.

Another candidate for Type 2 QSOs are the ultra-
luminous infrared galaxies (ULIRGs), in which extreme
IR-luminosity is emitted by large amounts of warm dust
which is heated either by very strong star formation
or by an AGN. Since ULIRGs have total luminosi-

Antonucci & Miller 1985 Urry & Padovani 1995
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FIG. 1.ÈProposed structure. The four symmetric quadrants illustrate the following (clockwise from top left) : the opening angles of the structure, the spectroscopic appearance to a distant observer at
various angles, the outÑow velocities along di†erent lines of sight, and some representative radii (appropriate for the Seyfert 1 galaxy NGC 5548) and some typical column densities.

Beyond the unified model 
Torus is usually considered 
to be a homogeneous 
dusty medium but 
alternatives to better 
match observations have 
been proposed:

Disk - wind structure 
(Elvis 2000)
Toroidal obscuration 
made by dusty clouds
(e.g. Elitzur 2012)

11

Elitzur 2012

Elvis 2000The Astrophysical Journal Letters, 747:L33 (3pp), 2012 March 10 Elitzur

1

2

1

2

1

2

)c()b()a(

Figure 1. AGN classification in unified schemes. (a) In a smooth-density torus, everyone located inside the cone opening, such as observer 1, will see a type 1 source;
outside a type 2. (b) Decreasing the torus covering factor, the source becomes a type 1 AGN for more observers. (c) In a clumpy, soft-edge torus, the probability for a
direct view of the AGN decreases away from the axis, but is always finite.

reflection with R = 2.2+4.5
−1.1. While this finding contradicts sim-

plistic forms of unification, it is precisely the behavior expected
from its realistic formulation: Seyfert 1 and lightly obscured
Seyfert 2 correspond to different viewing angles of intrinsically
similar AGNs, drawn from the low end of the covering factor
distribution, thus they conform, on average, to simplistic unifi-
cation. But in mildly obscured Seyfert 2 the absorber/reflector
covers a larger fraction of the X-ray source, producing stronger
reflection that is not seen in the average Seyfert 1 spectrum,
where large covering factors are rare. The large difference be-
tween the average reflection spectra of Seyfert 1 and 2 arises
from significant differences in their torus covering factors.

3. COVERING FACTORS

The sometimes loosely invoked concept of “torus covering
factor,” CT, can be rigorously defined as the fraction of the sky
at the AGN center covered by obscuring material; it is the same
as the fraction of randomly distributed observers whose view
to the center is blocked, and thus see a type 2 AGN (Nenkova
et al. 2008a). Denote by N (i) the overall number of clouds
encountered, on average, along angle i from the axis. Then the
probability for direct viewing of the AGN from that direction is
e−N(i) and the torus covering factor is CT = 1 −

∫
e−N(i)d cos i.

If N0 is the average number of clouds along radial equatorial rays
then N (i) = N0Φ(i), where Φ(90◦) = 1. The cloud angular
distribution function Φ can be conveniently parameterized as
Gaussian, Φ(i) = e−(90−i)2/σ 2

, with σ the distribution angular
width (Elitzur et al. 2004; Nenkova et al. 2008b). Fitting of IR
observations with clumpy torus models with Gaussian angular
distributions has been reported by a number of teams, and
Figure 2 shows the results of these modeling efforts in the N0–σ
plane together with the contour plots of CT.2 As expected from
realistic unification, and first noted by Ramos Almeida et al.
(2009), type 1 and type 2 AGNs preferentially occupy different
regions in the plane. The few sources with a “wrong” covering
factor (large-CT type 1, small-CT type 2) merely reflect the
probabilistic nature of clumpy obscuration. Although this ad hoc
collection of AGNs, which were selected by different, unrelated
criteria, does not constitute a complete sample (only the Mor
et al. 2009 analysis of PG quasars involved a complete sample),
it does illustrate the point.

Since the covering factor measures the fraction of AGN
luminosity captured by the torus and converted to infrared, the
AGN IR luminosity is CTL, where L is its bolometric luminosity.
Therefore type 2 AGNs have intrinsically higher IR luminosities

2 Earlier versions of this figure were presented in Elitzur (2009; accessible at
http://www.mpe.mpg.de/events/pgn09/online_proceedings.html) and Ramos
Almeida et al. (2011). The contour plots in both of these earlier figures are
afflicted by the computer bug reported in Nenkova et al. (2010).

Figure 2. Clumpy torus covering factors. Contour plots are for a toroidal
Gaussian distribution, where the number of clouds along viewing angle i from
the axis is N0e

−(90−i)2/σ 2
, with N0 and σ free parameters. Each contour is the

locus of N0–σ combinations that produce the labeled covering factor. The data
points are from clumpy torus modeling of IR observations of AGNs reported in
Mor et al. (2009), Nikutta et al. (2009), Ramos Almeida et al. (2011), Alonso-
Herrero et al. (2011), and Deo et al. (2011).
(A color version of this figure is available in the online journal.)

than type 1. Contrary to earlier expectations of strong anisotropy
at λ ! 8 µm, Spitzer observations at this wavelength regime
show a great similarity between the IR fluxes of AGNs 1 and 2
when normalized with either their X-ray fluxes (Lutz et al. 2004;
Horst et al. 2006) or optically thin radio emission (Buchanan
et al. 2006). Part of this puzzle was solved by clumpy torus
calculations, which show much less anisotropy in IR emission
than the earlier smooth-density models (Nenkova et al. 2008b).
Realistic unification explains away the remainder.

While infrared arises from reprocessing of the AGN radiation
captured by the torus, narrow-line emission is generated by the
radiation that has escaped the torus. The narrow-line luminosity
is proportional to (1−CT)L. At the same bolometric luminosity,
type 1 AGNs can be expected to have a higher narrow-line
luminosity than type 2.

4. UNIFICATION STATISTICS

Implicitly or explicitly, all studies of AGN statistics as-
sume that type 1 and type 2 are intrinsically the same objects,
drawn randomly from the distribution of torus covering factors.

2



Cosmological evolution of AGN
Numerous ground based (optical, radio) and space based surveys (X-
rays, MIR & FIR) in the last 30 years ...
Quasar era: peak of quasar number density at z~2-3
X-ray surveys: differential evolution with luminosity (downsizing)
High luminosity, high mass BHs (~109 M☉) exist at very early epochs 
(< 1 Gyr from Big Bang): little time to grow them with accretion (e.g. Fan)

16 Silverman et al.

Fig. 12.— A comparison of the high redshift XLF between the full sample (top) and that excluding the ChaMP AGN (bottom). The
data points are the same as in Figure 9. The solid line is the best-fit LDDE model of Ueda et al. (2003) that exemplifies our differences at
high redshift. The number of AGN per luminosity and redshift bin is shown above their respective data point.

Fig. 13.— Co-moving space density for three luminosity ranges using the 1/Va method. The open points show the measured values using
the observed hard band. The lines (dotted and dashed) illustrate the maximum uncertainty by assuming that all possible unidentified
objects fall in their respective bins.

Xrays: Silverman+2007
(Ueda+2003, Fiore+2004, La 
Franca+2005, Hasinger+2005) QSO: Richards+2006 (Boyle+2000)

see unmodeled curvature in the QLF and possibly host galaxy
contamination).

A more appropriate measure of the improvement of the fit is
the amount bywhich the quantity that is beingminimized changes.
A 1 ! change in a single variable will change the ML parameter
by unity, whereas our change of parameterization reduces the
value by 102; thus, the added complexity in the parameterization is
justified.

Finally, we reiterate the point made by Wisotzki (2000) that the
measured slope is sensitive to the extrapolation of theK-correction.
The K-corrections normalized to z ¼ 0 and using a fixed spectral
index cause the slope of the high-redshift QLF to appear steeper
than it should, since the presumed absolutemagnitude distribution
is narrower than the true distribution. Our use of a z ¼ 2 normal-
ized K-correction helps to alleviate this problem and highlights
the slope change at high redshift. Gravitational lensing can also
change the observed slope of the high-redshift QLF (Schneider
et al. 1992); however, Richards et al. (2004b, 2006) have used
Hubble Space Telescope imaging of z > 4 SDSS quasars to put
limits on this effect.

7. DISCUSSION AND CONCLUSIONS

One of the most interesting results to come out of recent AGN
surveys is the evidence in favor of ‘‘cosmic downsizing,’’ wherein
the peak of AGN activity occurs at higher redshifts for more lu-
minous objects than less luminous objects (Cowie et al. 2003;
Ueda et al. 2003; Merloni 2004; Barger et al. 2005). Comparison
of X-ray, infrared, and optical surveys requires careful consider-
ation of the fact that many groups find that the ratio of obscured
(type 2) to unobscured (type 1) AGNs is inversely correlated with
AGN luminosity (e.g., Lawrence 1991; Ueda et al. 2003; Hao

et al. 2005a; but see Treister &Urry 2005). Ignoring this effect and
examining the most uniform luminous sample that we can form
over the largest redshift range (Mi < "27:6), Figure 20 shows
that the peak in type 1 quasar activity occurs between z ¼ 2:2 and
2.8. Unfortunately, this redshift range is the least sensitive in the
SDSS and subject to large error (see Fig. 9). A substantial ob-
serving campaign for z # 2:5 quasars that are buried in the stellar
locus (i.e., a sample with close to unity selection function in this
redshift region) is needed to resolve this issue. To this end Chiu
(2004) and Jiang et al. (2006) describe complete (i.e., not sparsely
sampled) surveys of quasars in the mid-z range to address this
problem. In addition, near-infrared selected samples such as can
be obtained from Spitzer Space Telescope photometry should be
able to better isolate the peak redshift of luminous type 1 quasars
(Brown et al. 2006).
Our most interesting result is the flattening of the slope of the

QLF with increasing redshift. This flattening has been demon-
strated before using small samples of high-z quasars (Schmidt
et al. 1995; Fan et al. 2001), but never so robustly and over such a
large redshift range as with these data. While there is little over-
lap in luminosity between the lowest and highest redshift data
(deeper surveys at high redshift are clearly needed), previous
constraints on the QLF and the presumption that the QLF will be
well-behaved outside of the regions explored (e.g., that the slope
does not get steeper for faint high-redshift quasars) suggests that
the slope change is due to redshift and not luminosity. Small area
samples such as the most sensitive hard X-ray surveys (Ueda
et al. 2003; Barger et al. 2005) and the COMBO-17 survey (Wolf
et al. 2003) primarily probe the low-luminosity end of the QLF,
where the slope is flatter; thus, it is not surprising that they sys-
tematically find flatter slopes (see Fig. 19). Our confirmation of
the flattening of the high-redshift slope has significant conse-
quences in terms of our understanding of the formation and evo-
lution of active galaxies, particularly in light of the popularity of
recent models invoking kinetic and radiative AGN feedback in

Fig. 20.—Integrated i-band luminosity function to Mi(z ¼ 2) ¼ "27:6. The
solid black line is from 2QZ (Boyle et al. 2000). The squares are from the binned
SDSS DR3 QLF. The green and blue lines are from the fixed slope and variable
high-redshift slope ML parameterizations of the SDSS DR3 QLF, respectively.
The dashed and dotted lines are from Fan et al. (2001; Fan+01 ) and Schmidt
et al. (1995; SSG95). The z # 6 point from Fan et al. (2004;Fan+04 ), converted
to our units and cosmology, is shown by the circle. We caution that our ML fits
should not be used beyond z ¼ 5, as they are cubic fits and quickly diverge
beyond the limits of our data.

Fig. 21.—Slope of the binned QLF as a function of redshift determined from
a linear least-squares fit to the (complete)Mi(z ¼ 2) < "25 points. The slope of
the luminosity function significantly flattens with redshift at z > 3 (the seem-
ingly discrepant point at z ¼ 4:75 was determined from only three luminosity
bins and has a large uncertainty). The dashed line shows the best-fit constant
slope for z $ 2:4 and the best-fit redshift-dependent slope for z > 2:4.
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Outline

A brief  introduction to Active Galactic Nuclei 
(or ... accreting supermassive black holes)

Coevolution of black holes and host galaxies

Open questions: seeking answers in near-UV 
spectroscopy
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Supermassive black holes: 106-1010 M☉
Active Galactic Nuclei are powered by 
accretion onto supermassive black holes 
(Salpeter 1964, Zel’dovich 1964)
Fraction ε of accreted mass is “radiated” 
away, (1-ε) increases BH mass

Luminous AGN much more numerous in the past
We expect SMBH in the nuclei of quiescent (old) galaxies, as remnants of 
past AGN activity. 
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!both rescaled to R0=8.3 kpc", in agreement with each
other to within the uncertainties and with the statistical
estimates at larger radii.

Recent work on the S-star orbits !Schödel et al., 2003;
Eisenhauer et al., 2005; Ghez et al., 2005b, 2008;
Gillessen et al., 2009a, 2009b" has corroborated and fur-

FIG. 16. !Color" Stellar motions in the immediate vicinity of Sgr A*. Left: Stellar velocity dispersion as a function of projected
separation from Sgr A* !Eckart and Genzel, 1996, 1997; Genzel et al., 1997". Circles are data derived from proper motions; crossed
squares from line of sight velocities. The best fitting point mass model and its 1! uncertainty are shown as continuous curves.
Right: First detections of orbital accelerations for the stars S1 !S01", S2 !S02", and S8 !S04" and inferred possible orbits. From Ghez
et al., 2000.

FIG. 17. !Color" Orbit of the star S2 !S02" on the sky !left panel" and in radial velocity !right panel". Blue filled circles denote the
NTT and VLT points of Gillessen et al. !2009a, 2009b" !updated to 2010" and open and filled red circles are the Keck data of Ghez
et al. !2008" corrected for the difference in coordinate system definition !Gillessen et al., 2009a". The positions are relative to the
radio position of Sgr A* !black circle". The gray crosses are the positions of various Sgr A* IR flares !Sec. VII". The center of mass
as deduced from the orbit lies within the black circle. The orbit figure is not a closed ellipse since the best fitting model ascribes
a small proper motion to the point mass, which is consistent with the uncertainties of the current IR-frame definition. Adapted
from Gillessen et al., 2009a.

3146 Genzel, Eisenhauer, and Gillessen: The Galactic Center massive black hole and …

Rev. Mod. Phys., Vol. 82, No. 4, October–December 2010

Galactic center (Gillessen+09)

Supermassive BHs (MBH~107-1010 M☉) 
detected in nuclei of nearby galaxies 
Notable examples:

Galactic Center (Genzel+10)
NGC 4258, Circinus, other H2O maser 
galaxies (Miyoshi+95,Greenhill+03,Kuo+11)
M31 (Kormendy & Richston 1995), M32 
(van der Marel+97)
M87 (Macchetto, AM+97, Gebhardt & 
Thomas 2009)
Centaurus A (Marconi+01, Neumayer+07)

Supermassive Black Holes

NGC 4258 
(Miyoshi+95)

M87 
(Macchetto,

AM+97)



BHs and Relations with host galaxy

Magorrian+1998

MBH-M

Ferrarese & Merritt 2000
MBH-L MBH-σ

Kormendy & 
Richstone 
1995

MBH-L

BH detected in nearby normal galaxies!
Correlations MBH vs host spheroid (M, L, σ)
Consistent with zero intrinsic scatter?
Great impact in literature!

Gebhardt+2000

MBH-L MBH-σ



Relations with host galaxy (II)

Häring & Rix 2004

MBH-M

Marconi & Hunt 2003

MBH-L MBH-M

Graham+2010

MBH-σ

204 GÜLTEKIN ET AL. Vol. 698

Figure 1. M–σ relation for galaxies with dynamical measurements. The symbol indicates the method of BH mass measurement: stellar dynamical (pentagrams), gas
dynamical (circles), masers (asterisks). Arrows indicate 3σ68 upper limits to BH mass. If the 3σ68 limit is not available, we plot it at three times the 1σ68 or at 1.5 times
the 2σ68 limits. For clarity, we only plot error boxes for upper limits that are close to or below the best-fit relation. The color of the error ellipse indicates the Hubble
type of the host galaxy: elliptical (red), S0 (green), and spiral (blue). The saturation of the colors in the error ellipses or boxes is inversely proportional to the area of
the ellipse or box. Squares are galaxies that we do not include in our fit. The line is the best fit relation to the full sample: MBH = 108.12 M!(σ/200 km s−1)4.24. The
mass uncertainty for NGC 4258 has been plotted much larger than its actual value so that it will show on this plot. For clarity, we omit labels of some galaxies in
crowded regions.

relation from sample S. The distribution of the residuals appears
consistent with a normal or Gaussian distribution in logarithmic
mass, although the distribution is noisy because of the small
numbers. For a more direct test of normality we look at log(MBH)
in galaxies with σe between 165 and 235 km s−1, corresponding
to a range in log(σe/200 km s−1) from approximately −0.075
to 0.075. The predicted masses for the 19 galaxies in this
narrow range differ by at most a factor of 4.3, given our
best-fit relation. The power of having a large number of
galaxies in a narrow range in velocity dispersion is evident
here, as there is no need to assume a value for the slope of

M–σ or even that a power-law form is the right model. The
only assumption required is that the ridge line of any M–σ
relation that may exist does not change substantially across
the range of velocity dispersion. The mean of the logarithmic
mass in solar units is 8.16, and the standard deviation is
0.45. The expected standard deviation in mass is 0.19, based
on the rms dispersion of log(σe/200 km s−1) (0.046) in this
range times the M–σ slope β; thus the variation in the ridge line
of the M–σ relation in this sample is negligible compared to
the intrinsic scatter. We perform an Anderson–Darling test for
normality with unknown center and variance on this sample of

Gultekin+2009

MBH-σ

1486 E. Sani et al.

3 R ESULTS

In the previous section, we have verified the validity of our 2D de-
composition by exploring the 3.6 µm FP for ellipticals, which turns
out to be as tight as that observed by JI08 (private communication).
Here, we study the relations between MBH and the bulge structural
parameters listed in Tables 2 and 3, respectively. To analyse the
MBH–bulge scaling relations, we adopt the following three different
fitting methods.

(1) A bisector linear regression (Akritas & Bershady 1996),
which uses the bivariate correlated errors and intrinsic scatter
(BCES) method. Whereas this method takes into account the in-
trinsic scatter, it does not allow any determination of it. Hence,
the intrinsic rms has been estimated with a maximum likelihood
method assuming normally distributed values.

(2) The linear regression FITEXY method as modified by T02,
which accounts for the intrinsic scatter by adding, in quadrature,
a constant value to the error of the dependent variable in order to
obtain a reduced χ 2 of 1.

(3) A Bayesian approach to linear regression, LINMIX_ERR
(Kelly 2007), which accounts for measurement errors, non-
detections and intrinsic scatter to compute the posterior probability
distribution of parameters.

The MBH–bulge relations we fit are in the following form:

log M•/M! = α + β × (x − x0), (2)

where x is the logarithm of a measured bulge structural parameter
expressed in solar units and x0 is its mean value used to reduce the
covariance between the fit parameters. As described below, the three
methods provide consistent results for the MBH–bulge relations.

Since the LINMIX_ERR is argued to be among the most robust
regression methods for reliable estimates of the intrinsic dispersion
(Kelly 2007), we use it to obtain the final results on the MBH–bulge
scaling relations. We still use the BCES and FITEXY methods for
comparison with previous works.

The fitting results are plotted in Figs 2, 3, and 5, where we present
the MBH–Lbul, MBH–Mdyn and MBH–σ relations, respectively. The
MBH–σ relation is analysed only to provide a consistent compari-
son with MBH–Lbul and MBH–Mdyn in terms of sample and fitting
methods.

We exclude from the linear regressions the nine sources classified
as pseudo-bulges. This allows us to verify, and possibly quantify,
whether pseudo-bulges follow the same scaling relations as classical
bulges. From a visual inspection of Figs 2–5, pseudo-bulges with
large BH masses (MBH > 107 M!) follow the relations, while those
with low BH masses deviate significantly from the scaling relations
defined by classical bulges. Deviant pseudo-bulges are analysed in
the following sections and discussed in Section 4.

In the following, after describing in details the MBH–bulge rela-
tions at 3.6 µm, we compare them with the published results ob-
tained at shorter wavelengths. Finally in Section 3.4, we explore the
possible MBH correlation with σ and Re separately as suggested by
MH03, Hopkins et al. (2007) and Graham (2008a).

Figure 2. Scaling relations. The MBH as a function of 3.6 µm luminosity (in equation 3). The linear regressions are shown as dot–dashed blue, dashed
green and red continuous lines, respectively, for the BCES, FITEXY and LINMIX_ERR methods, and are obtained from classical bulges only (47 sources).
Pseudo-bulges are open red squares.

C© 2011 The Authors, MNRAS 413, 1479–1494
Monthly Notices of the Royal Astronomical Society C© 2011 RAS
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Figure 1. M•–σ relation for our full sample of 72 galaxies listed in Table 3 and at http://blackhole.berkeley.edu. Brightest cluster galaxies (BCGs) that are also the
central galaxies of their clusters are plotted in green, other elliptical and S0 galaxies are plotted in red, and late-type spiral galaxies are plotted in blue. NGC 1316 is
the most luminous galaxy in the Fornax cluster, but it lies at the cluster outskirts; the green symbol here labels the central galaxy NGC 1399. M87 lies near the center
of the Virgo cluster, whereas NGC 4472 (M49) lies ∼1 Mpc to the south. The black hole masses are measured using the dynamics of masers (triangles), stars (stars), or
gas (circles). Error bars indicate 68% confidence intervals. For most of the maser galaxies, the error bars in M• are smaller than the plotted symbol. The black dotted line
shows the best-fitting power law for the entire sample: log10(M•/M") = 8.32+5.64 log10(σ/200 km s−1). When early-type and late-type galaxies are fit separately, the
resulting power laws are log10(M•/M") = 8.39+5.20 log10(σ/200 km s−1) for the early type (red dashed line), and log10(M•/ M") = 8.07+5.06 log10(σ/200 km s−1)
for the late type (blue dot-dashed line). The plotted values of σ are derived using kinematic data over the radii rinf < r < reff .
(A color version of this figure is available in the online journal.)

(L), and stellar bulge mass (Mbulge). As reported below, our new
compilation results in a significantly steeper power law for the
M•–σ relation than in G09 and the recent investigation by B12,
who combined the previous sample of 49 black holes from G09
with a larger sample of upper limits on M• from Beifiori et al.
(2009). We still find a steeper power law than G09 or B12 when
we include these upper limits in our fit to the M•–σ relation.
We have performed a quadratic fit to M•(σ ) and find a marginal
amount of upward curvature, similar to previous investigations
(Wyithe 2006a, 2006b; G09).

Another important measurable quantity is the intrinsic or
cosmic scatter in M• for fixed galaxy properties. Quantifying the
scatter in M• is useful for identifying the tightest correlations
from which to predict M• and for testing different scenarios of
galaxy and black hole growth. In particular, models of stochastic
black hole and galaxy growth via hierarchical merging predict
decreasing scatter in M• as galaxy mass increases (e.g., Peng
2007; Jahnke & Macciò 2011). Previous empirical studies of
the black hole scaling relations have estimated the intrinsic
scatter in M• as a single value for the entire sample. Herein,
we take advantage of our larger sample to estimate the scatter
as a function of σ , L, and Mbulge.

In Section 2 we summarize our updated compilation of 72
black hole mass measurements and 35 bulge masses from dy-
namical studies. In Section 3 we present fits to the M•–σ , M•–L,
and M•–Mbulge relations and highlight subsamples that yield in-
teresting variations in the best-fit power laws. In particular, we
examine different cuts in σ , L, and Mbulge, as well as cuts based
on galaxies’ morphologies and surface brightness profiles. In
Section 4 we discuss the scatter in M• and its dependence on
σ , L, and Mbulge. In Section 5 we discuss how our analysis of
galaxy subsamples may be beneficial for various applications of
the black hole scaling relations.

Our full sample of black hole masses and galaxy properties is
available online at http://blackhole.berkeley.edu. This database
will be updated as new results are published. Investigators are
encouraged to use this online database and inform us of updates.

2. AN UPDATED BLACK HOLE AND GALAXY SAMPLE

Our full sample of 72 black hole masses and their host
galaxy properties are listed in Table 3, which appears at the
end of this paper. The corresponding M• versus σ , L, and Mbulge
are plotted in Figures 1–3. This sample is an update of our
previous compilation of 67 dynamical black hole measurements,
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Relations with host galaxy (III)
BH gravitational influence over a 
volume ~10-7 that of host galaxy

How can BH know about galaxy 
and vice-versa?

AGN feedback: with massive BH 
(MBH > 107 M☉), AGN luminous 
enough (L~LEdd) to affect host 
galaxy

Gas is expelled quenching both 
BH accretion and star formation: 
situation in frozen when 
MBH/Mgal ~ 10-3 
(but it is not so simple ...)

Co-evolution of BHs and  host galaxies (see, eg, Kormendy  & Ho 2013)

McConnell+2011



Coevolution of BHs and galaxies
If all galaxies host a BH and MBH-galaxy 
relations apply to all galaxy can estimate 
demography of supermassive BHs in nearby 
galaxies from galaxy luminosity functions

If AGN powered from BH accretion can 
estimate expected BH demography in local 
universe from past AGN activity (AGN 
luminosity function) (Sołtan’s argument)
Successful comparison between local BH 
mass function and accreted mass function 
from AGN yelds

ρBH ≃ 3.5-5.5 ×105 M� Mpc-3

Salucci +99, Yu & Tremaine 02, Marconi +04, 
Shankar +04, Tamura+06, Tundo +07, Hopkins +07, 

Graham +07, Shankar +08, Vika+09 et many al.

– 19 –

Fig. 3.— The M• − Lsph relation in the K band. Lines show the M• − Lsph relation described

by Equation (7) at z = 0 (solid), z = 1 (dashed), and z = 2 (dot-dashed). The values of the free

parameters are listed in Table 1. Superimposed for comparison are the observational data from

Table 3 of Peng et al. (2006b; blue points) and Tables 2 and 3 of Bennert et al. (2010; black

triangles and red squares). Note that the tabulated data from Peng et al. (2006b) and Bennert

et al. (2010) were not corrected for luminosity evolution; the term accounting for the evolution

of the spheroid luminosity in Equation (7) is essential to perform a direct comparison. We adopt

k-corrections appropriate for early-type galaxies, assuming K − V = −2.79 mag and K −R = 2.18

mag (Fukugita et al. 1995; Girardi et al. 2003).

Fig. 4.— SMBH mass functions at z = 0, 1, and 2, derived from the galaxy LFs (red solid lines)

and the galaxy SMFs (blue dot-dashed lines). The values of the free parameters are listed in Table

1. Shaded areas represent the errors from the galaxy LFs and SMFs. In the z = 0 panel, the orange

squares mark the local SMBH mass function from Marconi et al. (2004), and the green solid points

give the corresponding derivation from Vika et al. (2009), whose mass limit is M• ≈ 107.7M!.

Li, Ho & Wang, 2011

Marconi+04, +06

Yu & Tremaine 02, Marconi +04, Shankar+04, 
Merloni 04, Shankar +08, Merloni & Heinz 2009, 

Cao 10, Shankar+12, et many al.

 L/LEdd ~1 and ε~0.1
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AGN Feedback
Feedback is starting to be observed in galaxies in the form of hot 
bubbles or outflows driven by an AGN
molecular OH line with Herschel or CO (1-0) line 

terminal velocities of molecular gas up to 
~1000 km/s
outflow rates up to ~1000 M⊙/yr, several time 
the SFR (~200 M⊙/yr)
cold reservoir of gas in ULIRGs can be 
expelled in ~106-108 yr
energy of outflow is ~few % of LAGN

The Astrophysical Journal Letters, 733:L16 (5pp), 2011 May 20 Sturm et al.
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Figure 1. Observed PACS spectra (continuum-normalized) of the OH transition at 79 µm (gray). Overplotted are the low-velocity (dotted) and high-velocity (dashed)
fit components and the total fit (solid). The arrow indicates the rest position of H2O 423–312. The dash-dotted line for IRAS 14378 shows the observed spectrum of
the OH transition at 119 µm for this object.

the PACS resolution is ∼140 km s−1. The data reduction was
done using the standard PACS reduction and calibration pipeline
(ipipe) included in HIPE 5.0. However, for the final calibration
we normalized the spectra to the telescope flux (which dom-
inates the total signal, except for NGC 253) and re-calibrated
it with a reference telescope spectrum obtained from dedicated
Neptune observations during the Herschel performance verifi-
cation phase. All of our objects (except NGC 253) are point
sources for PACS. In the following, we use the spectrum of the
central 9′′ × 9′′ spatial pixel (spaxel) only, applying the point-
source correction factors (PSF losses) as given in the PACS doc-
umentation. We have verified this approach by comparing the
resulting continuum flux density level to the continuum level
of all 25 spaxels combined (which is free of PSF losses and
pointing uncertainties). In all cases the agreement is excellent,
however the central spaxel alone provides better signal-to-noise
ratio (S/N). We note for completeness that for NGC 253 the
total OH 79 µm line profile summed over all 5 × 5 spaxels
yields emission, consistent with the Infrared Space Observa-
tory Long-Wavelength Spectrometer observations by Bradford
et al. (1999).

In a next step we have performed a continuum (spline) fit.
Due to the limited wavelength coverage these fits are somewhat
subjective. To help define continuum points and potential
additional spectral features (such as the H2O absorption line
at 78.74 µm, indicated with an arrow in Figure 1), we have
used our full range spectra of Arp 220 and NGC 4418.
These two sources will be analyzed in detail in forthcoming
papers, but preliminary data points for Arp 220 are included in
Figures 2 and 3. We note here that NGC 4418 shows signatures
of an inflow.

3. TARGETS

For this first study of outflow signatures in our data
we use a sub-sample that is mainly constrained by the
observing schedule of Herschel, but that covers a broad
range of AGN and starburst activity, including a starburst
template (NGC 253), a cold, starburst-dominated ULIRG

Figure 2. Maximum outflow velocities (terminal velocities) as a function of star
formation rate (upper panel) and AGN luminosity (lower panel). The asterisk
denotes NGC 253 and the triangle denotes Arp 220.

(IRAS 17208−0014), warm ULIRGs (S25/S60 > 0.1)
and/or ULIRGs with strong AGN contributions (Mrk 231,
IRAS 13120−5453, IRAS 14378−3651), and a heavily ob-
scured ULIRG (IRAS 08572+3915), which hosts a powerful
AGN (e.g., Veilleux et al. 2009, hereafter V09).

4. RESULTS AND DISCUSSION

Figure 1 shows the (continuum-normalized) OH 79 µm line
spectra for all objects. For NGC 253, we show the central spaxel
only. The Mrk 231 spectrum is taken from Fischer et al. (2010)

2
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A&A 518, L155 (2010)

Morganti et al. (2010) reported evidence for AGN-induced mas-
sive and fast outflows of neutral H in powerful radio galaxies,
possibly driven by the AGN jets.

The bulk of the gas in QSO hosts, i.e. the molecular phase,
appears little affected by the presence of the AGN. Indeed, most
studies of the molecular gas in the host galaxies of QSOs and
Seyfert galaxies have found narrow CO lines (with a width
of a few 100 km s−1), generally tracing regular rotation pat-
terns, with no clear evidence for prominent molecular out-
flows (Downes & Solomon 1998; Wilson et al. 2008; Scoville
et al. 2003), even in the most powerful quasars at high redshift
(Solomon & Vanden Bout 2005; Omont 2007). Yet, most of the
past CO observations were obtained with relatively narrow band-
widths, which may have prevented the detection of broad wings
of the CO lines possibly associated with molecular outflows.
Even worse, many CO surveys were performed with single dish,
where broad CO wings may have been confused with baseline
instabilities and subtracted away along with the continuum.

We present new CO(1–0) observations of Mrk 231 obtained
with the IRAM Plateau de Bure Interferometer (PdBI). Mrk 231
is the nearest example of a quasar object and is the most lu-
minous Ultra-Luminous Infrared Galaxy (ULIRG) in the local
Universe (Sanders et al. 1988) with an infrared luminosity of
3.6 × 1012 L# (assuming a distance of 186 Mpc). A significant
fraction (∼70%) of its bolometric luminosity is ascribed to star-
burst activity (Lonsdale et al. 2003). Radio, millimeter, and near-
IR observations suggest that the starbursting disk is nearly face-
on (Downes & Solomon 1998; Carilli et al. 1998; Taylor et al.
1999). In particular, past CO(1−0) and (2−1) IRAM PdBI ob-
servations of Mrk 231 show evidence for a regular rotation pat-
tern and a relatively narrow profile (Downes & Solomon 1998),
as well as a molecular disk (Carilli et al. 1998). The existence
of a quasar-like nucleus in Mrk 231 has been unambiguously
demonstrated by observations carried out at different wave-
lengths, which have revealed the presence of a central compact
radio core plus pc-scale jets (Ulvestad et al. 1999), broad optical
emission lines (Lipari et al. 2009) in the nuclear spectrum, and a
hard X-ray (2−10 keV) luminosity of 1044 erg s−1 (Braito et al.
2004). In addition, both optical and X-ray data have revealed that
our line of sight to the active nucleus is heavily obscured, with
a measured hydrogen column as high as NH = 2 × 1024 cm−2

(Braito et al. 2004). The quasar Mrk 231 displays clear evidence
of powerful ionized outflows by the multiple broad absorption
lines (BAL) systems seen all over its UV and optical spectrum.
In particular, Mrk 231 is classified as a low-ionization BAL
QSOs, a very rare subclass (∼10% of the entire population) of
BAL QSOs characterized by weak [OIII] emission, in which the
covering factor of the absorbing outflowing material may be near
unity (Boroson & Meyers 1992). Furthermore, giant bubbles and
expanding shells on kpc-scale are visible in deep HST imag-
ing (Lipari et al. 2009). Recent observations with the Herschel
Space Observatory have revealed a molecular component of the
outflow, as traced by H2O and OH molecular absorption features
(Fischer et al. 2010), but the lack of spatial information has pre-
vented an assessment of the outflow rate.

2. Data

We exploited the wide bandwidth offered by the PdBI to observe
the CO(1−0) transition in Mrk 231. The observations were car-
ried out between June and November 2009 with the PdBI, using
five of the 15 m antennas of the array. We observed the CO(1−0)
rotational transition, whose rest frequency of 115.271 GHz is
redshifted to 110.607 GHz (z = 0.04217), by using using both
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Fig. 1. Continuum-subtracted spectrum of the CO(1−0) transition in
Mrk 231. The spectrum was extracted from a region twice the beam size
(full width at half maximum, FWHM), and the level of the underlying
continuum emission was estimated from the region with v > 800 km s−1

and v < −800 km s−1. Left panel: full flux scale. Right panel: expanded
flux scale to highlight the broad wings. The line profile has been fitted
with a Gaussian narrow core (black dotted line) and a Gaussian broad
component (long-dashed line). The FWHM of the core component is
180 km s−1 while the FWHM of the broad component is 870 km s−1,
and reaches a Full Width Zero Intensity (FWZI) of 1500 km s−1.

the C and D antenna configurations. The spectral correlator was
configured to cover a bandwidth of about 1 GHz in dual po-
larization. The on-source integration time was ∼20 h. The data
were reduced, calibrated channel by channel, and analyzed by
using the CLIC and MAPPING packages of the GILDAS soft-
ware. The absolute flux was calibrated on MWC 349 (S (3 mm)=
1.27 Jy) and 1150+497 (S (3 mm) = 0.50 Jy). The absolute
flux calibration error is of the order ±10%. All maps and spec-
tra are continuum-subtracted, the continuum emission is esti-
mated in the spectral regions with velocity v > 800 km s−1 and
v < −800 km s−1.

3. Results

Figure 1 shows the spectrum of the CO(1−0) emission line,
dominated by a narrow component (FWHM ∼ 200 km s−1),
which was already detected in previous observations (Downes
& Solomon 1998; Bryant & Scoville 1997). However, our new
data reveal for the first time the presence of broad wings ex-
tending to about ±750 km s−1, which have been missed, or pos-
sibly confused with the underlying continuum, in previous nar-
rower bandwidth observations. Both the blue and red CO(1−0)
wings appear spatially resolved, as illustrated in their maps
(Fig. 2). The peak of the blue wing emission is not offset
with regard to the peak of the red wing, indicating that these
wings are not caused by to the rotation of an inclined disk,
which leaves outflowing molecular gas as the only viable ex-
planation. A Gaussian fit of the spatial profile of the blue and
red wings (by also accounting for the beam broadening) indi-
cates that the out-flowing medium extends over a region of about
0.6 kpc (0.7′′) in radius. To quantify the significance of the spa-
tial extension of the high-velocity outflowing gas, we fitted the
visibilities in the uv-plane. We averaged the visibilities of the
red and blue wings in the velocity ranges 500 ÷ 800 km s−1 and
−500 ÷ −700 km s−1, and we fitted a point source, a circular
Gaussian, and an inclined disk model. The results of the uv-
plane fitting are shown in Fig. 3 and summarized in Table 1. The
upper panels of Fig. 3 show the maps of the residuals after fit-
ting a point-source model. The residuals of the red wing are 5σ
above the average rms of the map and those of the blue wing 3σ
above the rms. The lower panels of Fig. 3 show the CO(1−0)
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an age of only ∼3 Gyr, requires that the quasar feedback quench-
ing mechanism must have been at work already at z > 6 (age of
the Universe less than 1 Gyr), i.e. close to the reionization epoch.
Quasar-driven winds have been observed up to z ∼ 6 (Maiolino et al.
2001, 2004); however, these are associated with ionized gas in the
vicinity of the black hole, accounting only for a tiny fraction of the
total gas in the host galaxy. So far, no observational evidence was
found for the massive, quasar-driven outflows at z > 6 required by
feedback models to explain the population of old massive galaxies
at z ∼ 2.

Here we focus on one of the most distant quasars known,
SDSS J114816.64+525150.3 (hereafter J1148+5251), at z =
6.4189 (Fan et al. 2003). CO observations have revealed a large
reservoir of molecular gas, MH2 ∼ 2 × 1010 M#, in the quasar
host galaxy (Bertoldi et al. 2003b; Walter et al. 2003). The strong
far-IR thermal emission inferred from (sub)millimetre observations
reveals vigorous star formation in the host galaxy, with star for-
mation rate (SFR) ∼ 3000 M# yr−1 (Bertoldi et al. 2003a; Beelen
et al. 2006). J1148+5251 is also the first high-redshift galaxy in
which the [C II] 158 µm line was discovered (Maiolino et al. 2005).
High-resolution mapping of the same line with the Institute de
Radioastronomie Millimetrique (IRAM) Plateau de Bure Interfer-
ometer (PdBI) revealed that most of the emission is confined within
∼1.5 kpc, indicating that most of the star formation is occurring
within a very compact region (Walter et al. 2009).

Previous [C II] observations of J1148+5251 did not have a band-
width large enough to allow the investigation of broad wings tracing
outflows, as in local quasars. In this Letter, we present new IRAM
PdBI observations of J1148+5251 that, thanks to the wide band-
width offered by the new correlator, have allowed us to discover
broad [C II] wings tracing a very massive and energetic outflow in
the host galaxy of this early quasar. We show that the properties of
this outflow are consistent with the expectations of quasar feedback
models.

We assume the concordance !-cosmology with H0 =
70.3 km s−1 Mpc−1, "! = 0.73 and "m = 0.27 (Komatsu et al.
2011).

2 O B S E RVAT I O N S A N D DATA R E D U C T I O N

Observations with the IRAM PdBI were obtained mostly in 2011
April in D configuration (mostly with precipitable water vapor
(PWV) in the range 1.5–3.5 mm), while a few hours were also ob-
tained in 2011 January in C+D configuration (PWV < 1.5 mm). The
resulting synthesized beam is 2.2 × 1.8 arcsec2. The receivers were
tuned to 256.172 GHz, which is the rest-frame frequency of [C II] at
the redshift of the quasar, z = 6.4189 (Maiolino et al. 2005). The fol-
lowing flux calibrators were used: 3C 454.3, MWC 349, 0923+392,
1150+497, 3C 273, 3C 345, 1144+542, J1208+546, J1041+525
and 1055+018. Uncertainties on the absolute flux calibration are
20 per cent. The total on-source integration time was 17.5 h, result-
ing in a sensitivity of 0.08 Jy km s−1 beam−1 in a channel with width
100 km s−1.

The data were reduced by using the CLIC and MAPPING packages,
within the IRAM GILDAS software. Cleaning of the resulting maps
was run by selecting the clean components on an area of ∼3 arcsec
around the peak of the emission. For each map, the resulting resid-
uals are below the 1σ error, ensuring that sidelobes are properly
cleaned away. Anyhow, as discussed in the following, the size de-
termination has been investigated directly on the uv data, therefore
independently of the cleaning.

3 R ESULTS

3.1 Detection of broad wings

The continuum was subtracted from the uv data by estimat-
ing its level from the channels at v < −1300 km s−1 and at
v > +1300 km s−1. The inferred continuum flux is 3.7 mJy, which is
fully consistent with the value expected (4 mJy) from the bolomet-
ric observations (Bertoldi et al. 2003a), once the frequency range
of the latter and the steep shape of the thermal spectrum are taken
into account.

Fig. 1(a) shows the continuum-subtracted spectrum, extracted
from an aperture of 4 arcsec (corresponding to a physical size of
11 kpc). Fig. 1(b) shows the spectrum extracted from a larger aper-
ture of 6 arcsec that, although noisier than the former spectrum,
recovers residual flux associated with the beam wings and with any
extended component.

The spectrum shows a clear narrow [C II] 158 µm emission line,
which was already detected by previous observations (Maiolino

Figure 1. IRAM PdBI continuum-subtracted spectrum of the [C II] 158 µm
line, redshifted to 256.172 GHz, in the host galaxy of the quasar J1148+5152
extracted from an aperture with a diameter of 4 arcsec (top) and 6 arcsec
(bottom). The spectrum has been resampled to a bin size of 85 km s−1. The
red lines show a double Gaussian fit (FWHM = 345 and 2030 km s−1) to
the line profile, while the blue line shows the sum of the two Gaussian
components.
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A. Marconi Challenges in UV Astronomy, ESO Garching

Outline

A brief  introduction to Active Galactic Nuclei 
(or ... accreting supermassive black holes)

Coevolution of black holes and host galaxies

Open questions: seeking answers in near-UV 
spectroscopy
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A. Marconi Challenges in UV Astronomy, ESO Garching

Selected open questions
How can we trace the cosmological growth of BHs?

importance of measuring BH masses at all redshifts; we can only use virial masses 
in type 1 AGN (with broad lines)
what is the origin of BLR, disk, wind or both? 
what is the best estimator, Hβ, MgII, CIV? can high resolution help in disentangling 
narrow components & absorption lines affecting line widths measures?

What is the relation between SF and AGN activity?

Is it possible to trace fossils of SF in AGN?
what are the Metallicities of BLR and NLR?

Is there AGN feedback? Can observed outflows account for it? 
What can we learn from outflows in AGN host galaxies observing broad and 
narrow absorption lines?
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CUBES spectral range
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FIG. 6.ÈExpanded view of median quasar composite on loglinear scale
with emission features labeled by ion. Labels ending with a colon ( :) are
uncertain identiÐcations. The two power-law continuum Ðts are shown by
dashed and dotted lines. The Ñux from 1600 to 3800 is also composed ofA!
heavily blended Fe II and Fe III lines and Balmer continuum emission.

1979 ; Phillips 1976), the ultrastrong Fe II emitting quasar
2226-3905 (Graham, Clowes, & Campusano 1996), the
bright Seyfert 1 galaxy NGC 7469 (Kriss et al. 2000), the
high-ionization Seyfert 1 galaxy III Zw 77 (Osterbrock
1981), the extensively observed Seyfert 2 galaxy NGC 1068
(Snijders, Netzer, & Boksenberg 1986), the powerful radio
galaxy Cygnus A (Tadhunter, Metz, & Robinson 1994), and
the Orion Nebula H II region (Osterbrock, Tran, & Veilleux
1992). IdentiÐcation of many Fe II complexes was made by
comparison with predicted multiplet strengths by Verner et
al. (1999), Netzer & Wills (1983), Grandi (1981), and Phillips
(1978), and multiplet designations are taken from those ref-
erences. Table 2 lists the detected lines, their vacuum wave-
length peak positions, relative Ñuxes, equivalent widths,
proÐle widths, skewness, and identiÐcations. Rest wave-
lengths were taken from the Atomic Line List.29 Wave-
lengths of lines consisting of multiple transitions were found
by taking the oscillator-strengthÈweighted average in the
case of permitted lines and the adopted values from the
above references for forbidden lines. In all cases, the permit-
ted rest-wavelength values agreed with the (vacuum) values
adopted in the above references. Figure 6 shows an expand-
ed view of the quasar composite on a loglinear scale with
the emission features labeled.

ÈÈÈÈÈÈÈÈÈÈÈÈÈÈÈ
29 The Atomic Line List is hosted by the Department of Physics and

Astronomy at the University of Kentucky (see http ://www.pa.uky.edu/
Dpeter/atomic/).

It is clear from Figure 6 that most of the UV-optical
continuum is populated by emission lines. Most strong
emission lines show ““ contamination ÏÏ by blends with
weaker lines, as seen in the expanded proÐles of 12
emission-line regions in Figure 7. The very broad conspicu-
ous feature from B2200 to 4000 is known as the 3000A! A!
bump (Grandi 1982 ; Oke, Shields, & Korycansky 1984) and
consists of blends of Fe II line emission and Balmer contin-
uum emission (Wills et al. 1985). The Fe II and Fe III com-
plexes are particularly ubiquitous and contribute a large
fraction of the emission-line Ñux. Using this composite,
these complexes have been shown to be an important con-
tributor to the color-redshift relationships of quasars
(Richards et al. 2001b).

Several absorption features often seen in galaxies are also
identiÐable in the median composite quasar spectrum.
These lines are listed in Table 3, along with several mea-
sured quantities, and include H9 j3835, H10 j3797, the
Ca II j3933 K line, and Ca II jj8498, 8542Ètwo lines of a
triplet (the second weakest third component would fall
beyond the red end of the spectrum). The Mg I jj5167,
5172, 5183 triplet lines may also be present in the spectrum,
but they would lie inside a strong complex of Fe II emission
and near several other expected emission lines. The loca-
tions of other common stellar absorption lines seen in gal-
axies, such as the lower order Balmer lines and the Ca II

j3968 H line, are dominated by emission lines. The presence
of stellar absorption lines argues for at least some host-
galaxy contamination in the quasar composite spectrum,
despite the fact that we rejected objects with obvious stellar
lines in individual galaxies. To examine this further, we have
created a low-redshift median composite using only quasars
with redshifts of which is almost equivalent tozem ¹ 0.5,
selecting only quasars with rest-frame absolute r@ magnitude

(calculated using a spectral index ofM
r{

º [21.5 al \
[0.44). The low-z composite covers a rest-wavelength
range of 2550È8555 The absorption lines found in theA! .
low-z spectrum are marked in Figure 8 and listed in Table 3.
More absorption lines are detected in the low-z composite
spectrum than the full data set spectrum, and the lines in
common are stronger in the low-z spectrumÈas expected if
host-galaxy contamination is the source of the absorption
lines. We discuss the absorption lines in more detail in ° 5.

The 2175 extinction bump often seen in the spectra ofA!
objects observed through the Galactic di†use interstellar
medium and usually attributed to graphite grains (Mathis,
Rumpl, & Nordsieck 1977) is not present at a detectable
level in the composite spectrum. This agrees with the
nondetection of the feature by Pitman, Clayton, &
Gordon (2000) who searched for it in other quasar spectral
composites.

4.3. Systematic L ine Shifts
Because the composite was constructed using redshifts

based on a single emission-line position ([O III] j5007) or
on cross-correlations with an [O III]-based composite, we
can check for systematic o†sets between the measured peak
positions and the [O III]-based wavelengths. Several emis-
sion linesÈC IV j1549, for exampleÈare o†set from their
laboratory wavelengths, as evident from Figure 7. Such line
shifts have been detected previously (see, e.g., Grandi 1982 ;
Wilkes 1986 ; Tytler & Fan 1992 ; Laor et al. 1995 ; McIn-
tosh et al. 1999) and are present for many of the lines listed
in Table 2. Real line position o†sets can be confused with

Permitted broad lines 
→ BLR (BH scales)
Permitted & forbidden narrow lines 
→ NLR (galactic scales)
Both in emission & absorptionVanden Berk+2001



Origin of BLR
Continuous (wind) or clumpy medium (disk)?
Smoothness of observed Hβ profiles suggests smooth medium (wind?) 
instead of clumpy one (disk?).
Only a handful of sources observed so far but were the right sources and 
right emission lines observed? 
Compare CIV (wind?) vs Hβ (wind+disk?) vs MgII (disk?)

of two line profiles with eighth-order polynomials. Fig. 2
shows the two H! data segments and fits that are used for
calculating the CC function shown in Fig. 3. Each data
segment is composed of two different exposures and the
segments are labelled A (Fig. 2 top) and B (Fig. 2 bottom)
in Figs 4 and 5. The reduced "2 for the fits were 1.01 (A) and
0.98 (B). This assures that systematic residuals are small
(otherwise "2 would be significantly larger than 1), and that
the fit is not too good ("2 significantly less than 1). As the
given errors are caused purely by photon counting statistics,
the reduced "2

!1 result guarantees that on small scales the
errors are governed by photon shot noise. A close look at
the data in Fig. 2, in which the scale is magnified by a factor
of 3 compared with Fig. 1, shows the similarities and differ-
ences between two separate observations of H! (each is
made up of two exposures). The profiles were first normal-
ized to approximately the same flux level and then shifted by
a small constant flux for ease of comparison. Over most of
the velocity interval the ratio of the profile deviates by less
than 1 per cent. However, in the interval between 2600 and
3200 km s"1 the ratio changes by up to 5 per cent as a result
of the problems discussed in Section 2. These fluctuations
occur on scales #200 km s"1, and thus do not significantly
affect the search for a CC detection on scales of a few tens
of km s"1.

Following the definition in Arav et al. (1997), we cal-
culated the CC function of the residuals extracted from Fig.
2. The result is shown in Fig. 3. We used only the red wing
of H! because the blue wing contains numerous atmo-
spheric absorption lines which give rise to a strong

CC(#v!0) value, which is, of course, unrelated to the sig-
nature we hope to find. We also did not use the velocity
interval 0–1600 km s"1, because it is dominated by the
narrow H! and N II emission lines. Two more CC functions
are shown in Fig. 4: the CC function for the red wing of H $
(the blue wing gave a similar result) and the CC function of
the composite observation of H! and H $ in a specific velo-
city interval. As in the case of Mrk 335, there is no signifi-
cant CC at zero velocity shift. In order to try to detect a
possible CC on larger scales approprite to realistic clouds
(Arav et al. 1997), we tried Gaussian smoothing the CC
function with velocity widths of up to 50 km s"1. No signifi-
cant CC was detected on these scales either (as expected by
eye inspection of Figs 3 and 4).

4 M O N T E C AR L O S I M U L AT I O N S

The lack of a CC signature in the data has implications for
our understanding of the character and disposition of the
line-emitting gas. We consider this problem in some gen-
erality by assuming, in turn, that the gas is organized in
fundamental units of increasing dimensionality and that
these elements are distributed in velocity space in an essen-
tially uncorrelated manner.

4.1 Clouds

This is effectively the zero-dimensional case and is a feature
of most published models (e.g. Krolik et al. 1981; Netzer
1990). We suppose that the gas is localized, in the form of

992 N. Arav et al.
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Figure 1. Observed profiles of the H! (solid line) and H $ (dotted line) lines in NGC 4151 (continuum-subtracted), in an arbitrary scaling
that matches the peaks of the narrow-line components. Some associated feature are also labelled.R~50000, Arav+1998

To obtain the smooth model fit, each line is fit with a spline
function, where we iterate manually over the number and posi-
tions of the points selected for the spline fit, until the fit yields a
reduced !2

r ! 1 over the velocity range of"2500 to 2500 km s"1

(or smaller, as set by the available spectra). The error spectrum,
f errk , obtained togetherwith f obs

k in theMAKEEpipeline reduction,
is used for calculating the!2 of the spline fit. The broad H" line
is blended with the narrow H" component and with the narrow
[N ii] k6548 and [N ii] k6583 doublet lines. To make sure that
the spline fit is made only in regions dominated by the broad-
component emission, we add the additional constraint that the
residual flux in the two narrow [N ii] line profiles should match.6

The [N ii] profile was also used as a guide for the expected shape
of the narrow H" component, and the broad H" spline fit was
constructed to yield a narrowH" profile similar (but not identical)
to the [N ii] profile. This procedure allowed us to determine the
velocity ranges affected by narrow-line contamination, which
we find are "900 km s"1< v < "550 km s"1, "210 km s"1

< v < 230 km s"1, and 700 km s"1 < v < 1200 km s"1. We
exclude these velocity ranges in the !2 calculation.

Figure 1 displays the HIRES1, HIRES2, and ESI H" pro-
files, the smooth fits, and the residuals from the fit. Achieving
!2

r ! 1 required about 14 spline points per spectrum. These were
spaced about 150 km s"1 apart close to the line core (between the
[N ii] lines), and about 250 km s"1 or more apart in the line wings.
The !2 and the number of degrees of freedom obtained through
the spline fit are 432/400 for ESI, 1118/1446 for HIRES1, and
688/812 for HIRES2. Thus, the fluctuations on scales smaller than
the spline smoothing length are consistent with the level expected
from f err

k . There is no evidence for significant intrinsic profile
structure beyond pure noise.7 There are significant, althoughweak
(amplitude #1%), features in the broad-line profiles close to the
core on scales k150 km s"1, as indicated by small and non-
monotonic changes in the smooth-fit profile curvature. At the
wings the smooth fit appears featureless; however, since the S/N
drops, such broad weak features would not be detectable there.

For the MC simulation, each one of the nc clouds is assumed
to emit a line with a Gaussian profile with the same total flux and
velocity dispersion #. The clouds differ only in their centroid
velocity v. We next need the velocity probability distribution

6 The measured flux ratio of [N ii] k6583/[N ii] k6548 in the spectra is #3,
which agrees with the theoretically predicted value.

Fig. 1.—Three Keck spectra of the H" line used for the analysis. The upper part of each subpanel shows the observed spectrum (histogram), and the spline fit (smooth
line). The lower part of each subpanel shows the observed/spline-fit flux ratio; the hatched regions are affected by the narrow emission lines and excluded from the
fluctuation analysis. Note that the ESI spectrum has the highest S/N, although it has a lower spectral resolution compared to the two HIRES spectra. The two HIRES
spectra are not flux-calibrated; they were arbitrarily offset so that all spectra have a matching peak flux density.

7 This also rules out the presence of detectable stellar absorption features
from the underlying host galaxy light.

IS THE BROAD-LINE REGION CLUMPED OR SMOOTH? 85No. 1, 2006

R~40000, Laor+2006
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Virial BH masses
BH masses usually estimated from Hβ, MgII and CIV
Hβ and MgII believed to be better estimators (virialized), CIV believed to 
be bad estimator
But CIV usually measured from low S/N spectra, possibly affected by 
absorption lines; also there is evidence for an intermediate/low velocity 
component which strongly FWHM estimates (Denney 2013a, 2013b)
Can high resolution spectroscopy help in disentangling narrow from 
broad components?
See also previous spectra ...
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Figure 4. Spectra (gray), composite continuum plus C iv profile fits (solid black), and residuals for the D09 sample.

horizontal black bar above the C iv profile in the top (SDSS)
panels of Figures 3(a) and (b) represent the FWHM values
given by N07. These bars are centered at the half maximum flux
level and the theoretical C iv line center. N07 do not provide
a description of how the line widths were measured or their
uncertainties, so a direct comparison is not possible.

3.2. Additional Samples from the Literature

We fit the spectra for the other samples in the same standard
manner given above. Our fits to the D09 and RM C iv spectra
are shown in Figures 4 and 5, respectively. More than one high-
quality spectrum is available for many of the objects in the RM
sample, and in these cases we show a representative example.
The C iv profile fits and exceptions to our standard fitting method
for the A11 sample can be found in that work. The exceptions
for the D09 and RM samples are as follows.

[HB89] 0150-202. There is an unexplained, yet sharp,
difference in the continuum slope on either side of the dichroic,
just redward of the C iv line. A linear continuum fit was therefore
not reliable, so we fit a local power-law continuum, based on
regions ∼1350 Å, ∼1450 Å, and ∼1700 Å.

PG0804. The HST/COS spectrum did not cover the ∼1700 Å
continuum window. We instead fit a linear continuum between
∼1320 Å and ∼1450 Å and extrapolated it to the red end of the
available data.

PG1613. The HST/COS spectrum did not cover the ∼1700 Å
continuum window. However, there was also an IUE/SWP
spectrum of this object. We used the IUE spectrum as a template
for the ∼1700 Å continuum window of the COS spectrum by
scaling the IUE spectrum to match the ∼1450 Å continuum
flux of the COS spectrum. We extrapolated the flux redward
of the COS spectrum using a constant value based on the last
available pixel in the original spectrum. This region was masked
out during the C iv profile fit. We further extrapolated the COS
spectrum to create a template ∼1700 Å continuum window
using the scaled IUE spectrum flux values in this region. Figure 5
shows both the extrapolated COS spectrum (dark gray), scaled

IUE spectrum (light gray), and the resulting GH polynomial
fit. This extrapolation produces a more symmetric and realistic
C iv profile than extrapolating a linear continuum fit between
∼1350 Å and ∼1450 Å, which resulted in a much steeper slope
redward of C iv than expected based on comparison with the
IUE spectrum.

4. LINE WIDTH, LUMINOSITY, AND BH MASS
DETERMINATIONS

4.1. Hβ

Hβ line widths, optical luminosities or RM lag, and Hβ
masses were collected or recalculated from the literature as
follows.

N07 sample. We use the Hβ FWHM and 5100 Å monochro-
matic AGN luminosity given by N07 to recalculate the Hβ-
based masses directly from the calibration of the BLR R–L
relationship (Bentz et al. 2009a; Equation (4) of A11). N07
does not provide uncertainties in their measured quantities, so
we have included a “typical” uncertainty for the N07 Hβ masses
of 0.2 dex, based on the typical uncertainties in the Hβ masses
from the other samples we consider. Values are listed in Table 2.

A11 sample. We adopt the Hβ masses for this sample directly
from Table 5 of A11, but we recalculate the uncertainties from
the line width and luminosity uncertainties given by A11 and the
mass scaling relation zero-point uncertainty of σlog〈f 〉 = 0.09
(Woo et al. 2010). A11 originally assigned uncertainties to their
masses to reflect the typically assumed global uncertainty in SE
mass estimates, which we now argue are too conservative (see
Section 5). New uncertainties are on the order of 0.1–0.3 dex.

D09 sample. We use the Hβ FWHM and 5100 Å monochro-
matic AGN luminosity measurements from Tables 2 and 4 of
D09 and recalculate the Hβ mass using Equation (4) of A11.
Uncertainties are calculated similarly to the A11 sample. Values
are listed in Table 3.

RM sample. We use the direct RM-based Hβ mass measure-
ments for these objects, based on time delays measured from the

6

Denney 2013 R~2000, Bisogni, AM+2014



BLR Metallicities vs Host Galaxy
Metallicity traces integrated star formation
Attempts at measuring metallicities from broad lines;
easy to measure up to high redshifts but tiny masses of gas probably non 
representative of the whole galaxy
High resolution spectroscopy could allow to measure metallicities of 
narrow lines (galaxy wide) and compare with BLR (crucial to disentangle 
narrow and broad components)

Juarez, Maiolino, Nagao, et al. 09  

At higher redshifts: No evolution up to z~6-7 
Mortlock et al. 11 

 Quasars are chemically matured even at z~6-7 
     ~ even at the cosmic age of ~1 Gyr ?? 
 Caveat: we are seeing BLRs, only the vicinity of SMBH 
     ~ how about larger spatial scales in the host galaxy?  

z = 7.1 
2.3<z<2.6 

Similarity of BLR at all 
redshifts; Juarez+09

NLR Metallicity 
diagnostics (in radio 

galaxies); Matsuoka+09

Same results as BLRs! 

NLR metallicity in radio gal. 

NLR metallicity diagnostics 
Nagao, Maiolino, Marconi (2006b) 
Matsuoka, Nagao, et al. (2009) 

Matsuoka+09

T. Nagao et al.: The Evolution of the BLR 169

Fig. 38. Estimated metallicities from our composite spectra, averaged
in the luminosity range −25.5 > MB > −28.5, as a function of redshift.
The estimation of the metallicity given in this figure is derived from
the fit with the varying β and Γ, which are presented in Tables 12–16.

Fig. 39. Estimated metallicities from our composite spectra, averaged
in the redshift range 2.0 ≤ z < 3.0, as a function of luminosity. The
estimation of the metallicity given in this figure is derived from the fit
with the varying β and Γ, which are presented in Tables 12 and 13.

other predictions and thus the metallicity inferred by each one
of the observed emission-line flux ratios would change accord-
ingly. In order to derive a more accurate metallicity for each
composite spectrum, a better approach is to vary the indices
of Γ and β to fit as many as emission lines as possible through
the model predictions with a certain metallicity. Therefore we
performed a fit of all available flux ratios for each composite
spectrum by varying gas metallicity, SED, Γ and β. We first
associated errors on the line fluxes with the following recipe:
(i) we set the minimum relative error to 5% and (ii) in any
case, absolute errors cannot be less than 1% of the absolute
flux of Cλ1549. The best fit β and Γ are obtained by min-
imizing χ2 computed using the logarithm of model and ob-
served line fluxes. This allows us to give more weight to the
points where the ratio between model and observed values is
smaller. We then perform the optimization on β and Γ for each
spectral composite, using all continua and abundance sets. In
Tables 12–16 we show, for each spectral composite, the model
with the lowest χ2 and the corresponding abundances set, as
well as the β and Γ values. For comparison, we also show the
best models with the classical β = −1 and Γ = −1. The mod-
els with optimized β and Γ provide a much better description
of the observed data but in most cases the inferred metallicities
are similar: Z/Z# = 5.0 for most cases, and Z/Z# = 2.0 or 10.0
for some other cases. In a few cases the metallicity obtained
by varying β and Γ are lower than inferred by the models with
fixed β = −1 and Γ = −1. Our results may be partly affected
by the lack of the resolution of metallicity in our model calcu-
lation, but they suggest that the typical metallicity of the gas in
the BLRs is ∼5Z#, or at least a super-solar value. In all cases

the optimized β values are lower, but close to, –1. Γ is gener-
ally in the range −2.0 < Γ < −1.5, and always Γ < −1. It is
interesting that the dispersions of the best-fit β and Γ is very
small. The averaged values are β = −1.08 and Γ = −1.52, and
their rms’s are 0.05 and 0.13, respectively. This result suggests
that the commonly adopted values of β = −1 and Γ = −1 are
not the best choice. The best-fit values of β and Γ may imply
some specific physical properties for the BLR, although we do
not discuss this issue further in this paper. Best-fit models and
observations are compared graphically in Fig. 37. N]/C is
not shown because its weighting factor in the fitting process is
very low (the errors are very large with respect to the N]/C
flux ratios; Table 12–16) and thus the fitting results are nearly
meaningless for this flux ratio. For the same reason, the results
for C/C are not good. Apart from these two flux ratios, the
fitting results appear in better agreement with the observations
when allowing β and Γ to be free. Interestingly, large N/C
ratios can be rather easily explained when the weighting func-
tions are varied. This suggests that the BLR metallicity cannot
be determined uniquely by using just N/C (or N/He).

In order to illustrate our results on the metallicity trends
in a graphical way, for the reader’s convenience, Fig. 38
shows the metallicity, averaged in luminosity, as a function of
redshift. Here we use the metallicities derived by the fit with
varying β and Γ given in Tables 12–16. To avoid biases when
calculating the average metallicity, we have only used the lu-
minosity bins for which a metallicity determination is available
at all redshifts. This limits the range of usable luminosities to
−25.5 > MB > −28.5, where the averaged metallicity are cal-
culated. The errorbars are the estimated errors on the mean ob-
tained by combining the uncertainty in the metallicity determi-
nation for each luminosity bin. The resulting plot shows what
was already clear from Tables 12–16 and from our earlier dis-
cussion, i.e., there is no significant evolution of the metallicity
as a function of redshift. Figure 39 shows the complementary
diagram, i.e., the metallicity, averaged in redshift, as a func-
tion of luminosity. Again, to avoid biases when calculating the
averaged metallicity, we have only used the redshift bins for
which a metallicity determination is available at all luminosi-
ties, which limits the range of usable redshifts to 2 < z < 3. The
resulting diagram shows that the averaged metallicity increases
significantly with absolute magnitude, as already inferred from
the individual results in Tables 12–16.

Another possibility which may cause the discrepancies
among the gas metallicities inferred from each emission-line
flux ratio is the elemental abundance ratios. In our model, the
relative elemental abundances are assumed to scale proportion-
ally to solar, except for nitrogen which is assumed to scale as
the square of other metal abundances. However these assump-
tions are an oversimplification. In more realistic metallicity
evolutionary scenarios abundances never scale linearly with the
global metallicity (e.g., Pipino & Matteucci 2004). The inclu-
sion of more realistic abundance pattern in our photoionization
models will be presented in a forthcoming paper.

Our analysis on the composite spectra shows that there is no
apparent dependence of emission-line flux ratios on redshift up
to z ∼ 4.5, which is consistent with the results of Dietrich et al.
(2002). This suggests that the chemical composition of the gas
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Outflows & feedback
Signatures of outflowing absorbers are common in AGN UV spectra

both broad (BAL) and narrow absorption lines trace gas on scales of 0.1-1000 pc
outflow rates can be 10-1000 times larger than accretion rates
kinetic luminosities ~few % of bolometric luminosity
can provide significant feedback in AGN

The Astrophysical Journal, 762:49 (13pp), 2013 January 1 Borguet et al.

Figure 1. Reduced and fluxed UVB+VIS X-shooter spectra of the quasar SDSS J1106+1939. We indicate the positions of the absorption lines associated with the
intrinsic outflow. The VIS part of the spectrum (λobs > 5700 Å) has not been corrected for atmospheric absorption. This does not affect our study since our diagnostic
lines are located in regions free of such contamination. The dashed line represents our unabsorbed emission model (see Section 3.1).
(A color version of this figure is available in the online journal.)

then converted to a column density Ni(v) using the appropri-
ate atomic/physical constants (see Equation (9) in Savage &
Sembach 1991). However, our group (Arav 1997; Arav et al.
1999a, 1999b, 2001a, 2001b, 2002, 2003; Scott et al. 2004;
Gabel et al. 2005a) and others (Barlow et al. 1997; Hamann
et al. 1997; Telfer et al. 1998; Churchill et al. 1999; Ganguly
et al. 1999) showed that column densities derived from the AOD
analysis of BAL troughs are unreliable due to non-black satu-
ration in the troughs. In particular, in Paper II we showed that

the true C iv optical depth in the deepest outflow component
of SDSS J1512+1119 is ∼1000 times greater in the core of
the absorption profile than the value deduced from the AOD
method.

To account for non-black saturation in unblended doublets
or multiplet troughs from the same ion, we routinely use the
partial covering (PC) and power-law (PL) absorption models
(e.g., see Arav et al. 1999a, 2008; Edmonds et al. 2011; Borguet
et al. 2012 for details). However, the intrinsic width of most
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Figure 6. COS Spectrum of the He ii λ1640 region and continuum plus emission-line fits. Components of the fits are continuum (dot-dashed green line), continuum +
BLR (dot-dashed red line), continuum + BLR + ILR (dashed red line), and continuum + BLR + ILR + NLR (solid blue line).
(A color version of this figure is available in the online journal.)

1090, and 4500 km s−1 (FWHM). We associate the first and
last of these with the narrow-line region (NLR) and BLR, and
suggest that the middle component arises in an “intermediate-
line region” (ILR), which we have also identified in low-flux
UV spectra of NGC 4151 (Crenshaw & Kraemer 2007) and
NGC 5548 (Crenshaw et al. 2009). However, we note that
our “ILR” likely corresponds to the “BLR” detected in optical
spectra, which show a “broad” component of Hβ with FWHM =
1070 km s−1 (Peterson et al. 2004).

To model the emission-line profiles of the high-ionization
lines, we reproduced the He ii templates at the expected positions
of the lines, retaining the same velocity widths, and scaled
them in intensity to obtain the best fits to the observed profiles.
Allowing the doublet ratios (e.g., N v λ1238.8/λ1242.8) to vary
between 1 and 2 (see Crenshaw et al. 2009) made little difference
to the overall fits, so we fixed them to a value of 1. We adopted the
minimum narrow-line fluxes needed to fit the observed profiles.
Figure 7 shows that our procedure yields an excellent fit to the
observed profiles in the COS spectra, and provides an accurate
deconvolution of the NLR, ILR, and BLR contributions to the
emission-line profiles.

As noted above, absorption components 2, 5, and 7 are
saturated at zero flux in their cores in the STIS spectra. Their
non-zero fluxes in the COS spectra must be due to uncovered
emission. To model the uncovered emission, we use our derived
values for the instrumentally scattered light and the excess
emission from the host galaxy, plus contributions from the NLR
fluxes derived above, as we have done in the past (Kraemer et al.
2002; Crenshaw et al. 2009). Thus, a reasonable model for the
uncovered emission is a combination of the excess continuum
flux at a level of 1.2 ×10−15 erg s−1 cm−2 Å−1 (half due to
instrumental light, half to extra UV flux in the COS aperture)
plus the NLR emission. As shown in Figure 6, the model
provides a reasonably good fit to the uncovered emission, in that
it skims just beneath the unblended saturated lines associated
with components 2, 5, and 7. Furthermore, it demonstrates that
components 5 and 7 must be mostly inside the NLR, whereas
component 8 absorbs most, if not all, of the NLR emission

Figure 7. Intrinsic absorption components in the COS spectrum as in Figure 3
and continuum plus emission-line fits. Components of the fits are continuum
(dot-dashed green line), continuum + BLR (lower dashed red line), continuum
+ BLR + ILR (upper dashed red line), and continuum + BLR + ILR + NLR
(dashed blue line). The dot-dashed blue line shows a model for the uncovered
emission in the intrinsic absorption components, which consists of the excess
UV continuum flux discussed in the text plus the NLR emission.
(A color version of this figure is available in the online journal.)
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Outflows & feedback
High velocity narrow absorption lines outflows in UV quasar spectra (eg 
Hamann+11); also useful to measure metallicities (~2 solar in this case).

29

A high-velocity narrow absorption line outflow 1961

Figure 2. Synthesized spectrum of J2123 − 0050 showing the absorption lines in the Keck 2006.64 data relative to the broad emission lines and overall
spectral shape defined by the SDSS measurement in 2002.68. All of the C IV λλ1548, 1551 absorption doublets detected in this wavelength range are marked by
open brackets above the spectrum. The variable outflow systems are labelled A–E. Various broad emission lines are labelled across the top. A small featureless
segment near 4970 Å observed (drawn in red) uses the average VLT 2008.67 spectrum to fill a small gap in the Keck wavelength coverage. The Keck and VLT
spectra are shown after binomial smoothing to improve the presentation. The dashed curve is a power-law fit to the underlying quasar continuum.

covering deduced from the line ratios (Sections 3.3 and 3.4 below)
applies to the continuum source and not (or not only) to the much
larger BELR (Section 2.1).

Finally, we search for lines of other ions in the five variable
systems using both the Keck 2006.64 and VLT 2008.67 data. This
search is complicated for wavelengths below ∼1270 Å in the ab-
sorber frame because of contamination by the dense forest of un-
related (intervening) Lyα absorption lines. None the less, we find
strong absorption in O VI λλ1032, 1038 in all five variable systems,
probable absorption in N V λλ1239, 1242 in some of those systems
and a secure detection of Lyα in system C. We note that the detec-
tion of O VI in system B confirms the reality of this system, which is
not obvious from C IV alone because of the blending with systems
A and C (see Figs 2 and 4 below). No other lines are detected in
the variable systems, including specifically Lyβ and low-ionization
metal lines such as C II λ1336, C III λ977, Si III λ1206 and Si IV

λλ1394, 1403.

3.2 Line measurements and variability properties

Table 2 lists several parameters of the variable C IV lines A–E mea-
sured from the normalized Keck 2006.64 and VLT 2008.67 spectra.
These results were obtained using cursor commands in the IRAF4

software package. For comparison, Table 2 also lists measurements
(from the Keck spectrum only) for the three non-variable C IV sys-

4 IRAF is distributed by the National Optical Astronomy Observatory,
which is operated by the Association of Universities for Research in As-
tronomy (AURA) under cooperative agreement with the National Science
Foundation.

tems that are closest in velocity to systems A–E. Column 1 in the
table gives the variable system name, where A+B and C+B refer
to the blended C IV features. Column 2 identifies the line within the
C IV doublet. For the blends A+B and C+B, the doublet line listed
pertains to systems A and C, respectively, which appear to dominate
the absorption based on our line fits in Section 3.3 below. Columns
3 and 4 give the observed wavelengths (λobs, vacuum heliocentric)
and redshifts (za) of the line centroids. Column 5 lists the centroid
velocities (v) relative to ze = 2.278. Columns 6 and 7 give the
rest equivalent widths (REW) and the full widths at half minimum
(FWHM). The non-variable C IV systems at za = 2.1291 and za =
2.1139 each consists of two or more blended subcomponents. The
table lists the total REWs for these blends while the FWHM pertains
to the strongest single line in the blend.

For the variable systems A and E, we record the REWs and
FWHMs in Table 2 after removing contributions from unrelated
non-variable lines (see Figs 2, 4 and 5 below). This was achieved
by extrapolating the A and E line profiles across the tops of the much
narrower unrelated features. We are guided in this by the fact that
the unrelated features did not vary between 2006.64 and 2008.67.
Thus we can accurately decompose the blends into variable and
non-variable components.

In the lower-resolution SDSS and MMT spectra, the C IV systems
A+B+C and D+E are severely blended together. We therefore mea-
sure only the total REWs in these blends for comparison to the Keck
and VLT measurements. We also correct the total SDSS and MMT
REWs for small contributions from the non-variable lines that are
blended with systems A and E (as measured from the Keck and
VLT spectra). Fig. 3 plots the total C IV REWs in systems A+B+C
and D+E at each observed epoch. The vertical bars in the figure
are estimates of the 1σ uncertainties associated with each REW

C© 2010 The Authors. Journal compilation C© 2010 RAS, MNRAS 410, 1957–1974

Keck spectrum with R~100000; Hamann+11
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Conclusions

AGN (accreting BHs) are fundamental ingredients for galaxy evolution

Current view: co-evolution of BHs and their host galaxies

High resolution UV spectroscopy can in principle allow to:

probe the BLR structure and measure virial BH masses

estimate metallicities from broad and narrow lines

probe outflows and feedback from BLR to galactic scales
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