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What’s to Come....
90 Years of stellar angular diameters

Diameters  + Distances  Radii 
		
Quick intro to temperature structure of the Sun

Quick introduction to limb darkening
	
How an interferometer sees a star
	
Limb darkening observed on 23 stars

Giants,  geometry, and limb darkening

Convection, 3D models, and limb darkening

Warm supergiants and limb darkening

Rapid Rotators:  observations and models
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1921ApJ....53..249M

Michelson and Pease (1921):  Angular Size of Betelgeuse
Astrophysical Journal 53, 249-259



Interferometric Fringes from 
Creekside Observatory, Daytona Beach, Florida, USA
α Lyrae  29 September 2011 

Wavelength: R-band (~600 nm)
Apertures: 12.1 cm,  Baseline: 37.5 cm
Scale = 0.08 arcseconds/pixel
0.05 sec exposures,    5 frames per second movie
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Radius from Angular Size and Distance



Parallax error > 1% for 4811 of the  brightest (V < 6) stars

• Seven stars
(V < 6)  have 
π < 0.05 mas:  
HR 8154 (O8e) 
32 Eri A (G8 III),
V399 Car (A9Ia),
θ Mus (WC+...), 
HR 5223 (B2IIne),
HR 5680 (O8IIIp).

∆d

d
= 0.461 ∆M



“Famous” stars have radius precision limited by parallax



Fundamental 
Effective Temperature

Bolometric Flux
(corrected

for extinction)Angular
Diameter

(corrected for
limb darkening)

follows from:

distance
luminosity radius

diameter correction extinction correction

Effective Temperature  from Angular Size and Flux

Effective Temperature  
radiates same integrated 
flux as the star
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Reconstructing Temperature Structure: Spatially Resolved 
Absolute Intensities

Vernazza, Avrett, & Loeser (1976) ApJS 30, 1

Orbiting Solar Observatory 6

1976ApJS...30....1V

1976ApJS...30....1V



 Limb Darkening Reveals Temperature Structure

(a) Deeper, hotter layers are 
visible near the disk center

(b) Shallower, cooler layers 
are visible near the disk limb

isothermal atmospheres do 
not exhibit limb darkening

Solar and Heliospheric Observatory (SOHO), Michelson Doppler Imager (MDI)
Very  narrow band Ni 6768 Å (sohowww.nascom.nasa.gov)



 Limb Darkening Depends on Wavelength

 Credit:  undergraduate students Edward Muller and Keily Grubaugh



 Limb Darkening Depends on Wavelength

 Credit:  undergraduate students Edward Muller and Keily Grubaugh
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Stellar Limb Darkening:
Geometry of a plane-parallel atmosphere

{0.1% of 
stellar 
radius

z

θ = cos-1 µ



V 2(B, λ, θ) =
(

2J1(πθB/λ)
πθB/λ

)2

(B/λ)2 = u2 + v2

– 10 –

The intensity vectors Iλ(µ) are linearly interpolated (in the log) at µ(x, y) around the grid

square,

I00
λ = Iλ(Tj , gl, µ(x, y))

I10
λ = Iλ(Tj+1, gl, µ(x, y))

I11
λ = Iλ(Tj+1, gl+1, µ(x, y))

I01
λ = Iλ(Tj , gl+1, µ(x, y)).

Next, the intensity is bilinearly interpolated at the local Teff and log(g) for each (x, y) position

in the map:

Iλ(x, y) = Iλ[Teff(x, y), g(x, y), µ(x, y)]

= (1 − a)(1 − b) I00
λ + a(1 − b) I10

λ

+ ab I11
λ + (1 − a)b I01

λ (17)

where

a = (Teff(x, y) − Tj)/(Tj+1 − Tj)

b = (g(x, y)− gl)(gl+1 − gl)

Finally, a Delaunay triangulation is computed (using the IDL routine TRIGRID) to regrid

the intensity map Iλ(x, y), originally gridded in ϑ and ϕ, onto a regular 512x512 grid of points

in x and y. The coordinates x and y have the units of milliarcseconds and correspond to

offsets in right ascension and declination on the sky (∆α,∆δ) relative to the origin, the

subsolar point.

4.2. Synthetic Squared Visibility Computation

Due to the lack of symmetry in the synthetic intensity maps, we evaluate a set of

discrete 2-D Fourier transforms in order to generate a set of synthetic squared visibilities

comparable to the CHARA/FLUOR observations. The first step is to compute the discrete

Fourier transform for each wavelength at each of the spatial frequency coordinates (u, v)

corresponding to the projected baseline and orientation of each data point (see Table 1).

The mean (u, v) coordinates for each data point, in units of meters, are converted to the

corresponding spatial frequency coordinates (uk, vk) in units of cycles per arcsecond for each

wavelength λk. The Fourier transform,

V 2
λ (u, v) =

[∫ ∞

−∞

∫ ∞

−∞
SλIλ(x, y)ei2π(u x+v y) dx dy

]2

(18)
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Angular Size from Interferometry



How Does an Interferometer See a Single Star?

On the Sky Intensity Map

Fourier Map

Bird’s Eye View of  Fourier Map
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Model Curve, 3.356±0.006 milliarcsecond diameter

function.

Visibility: Double-beam Interference

(from Hecht: Optics)

high visibility,
high contrast

low visibility,
low contrast

Visibility: Double-beam Interference

(from Hecht: Optics)

high visibility,
high contrast

low visibility,
low contrast

Visibility: Double-beam Interference

(from Hecht: Optics)

high visibility,
high contrast

low visibility,
low contrast

high contrast
very low contrast

 low contrast

RA [milliarcsec]

Dec [milliarcsec] 

spatial frequency

[1/arcsec] spatial frequency

      [1/arcsec ]

Intensity 
Fringe Contrast 



∆θ

θ
� 0.01

∆θ

θ
� 0.04

∆θ

θ
� 0.01

∆θ

θ
� 0.04

Uniform disk: 3.228±0.003 mas (χν= 37)
Single Effective Temperature
Model Atmosphere:  3.263±0.002 mas
(χν= 20)

Analytic Model, I = μα 
3.356±0.006 mas, α = 0.31±0.01 
(χν= 6)

Corrections to Uniform-Disk Diameters

Vega (α Lyr), K-Band, CHARA/FLUOR (Aufdenberg et al. 2006, ApJ, 645,  664)



 Exemplary second-lobe measurements from interferometry

M. Wittkowski et al.: VLTI/VINCI limb-darkening measurements of ψ Phe 721
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Fig. 6. Our measured squared visibility amplitudes of ψPhe (“x” symbols with error bars) together with the (solid black line) spherical PHOENIX
model prediction with model parameters Teff , log g, and mass as derived from spectrophotometry and model evolutionary tracks (Sect. 3.2),
and best fitting θLD value. Shown are also the (dashed-dotted line) plane-parallel PHOENIX model, (dotted line) plane-parallel ATLAS 12 model,
(dashed line) plane-parallel ATLAS 9 model, all with corresponding model parameters and best fitting θLD. As a reference for the strength of the
limb-darkening, the gray lines denote corresponding UD (upper line) and FDD (lower line) model visibility functions. The left panel shows
the full range of the visibility function while the right panel is an enlargement of the low squared visibility amplitudes in the second lobe. All
considered PHOENIX and ATLAS model predictions result in a very similar shape of the visibility function in the 2nd lobe. Our measurements
are significantly different from uniform disk and fully-darkened disk models, and consistent with all considered PHOENIX and ATLAS models.

Table 5. Results for θLD obtained by fits to our interferometric data.
Listed are the model input parameters Teff , log g, and mass M, the
model-specific correction factors CRoss/LD, the fit results for θLD, their
corresponding reduced χ2

ν values, and finally the Rosseland angular
diameter θRoss. The errorσ(θLD) is estimated to be uniformly ± 0.2 mas
for all model fits (see text).

Teff log g M CRoss/LD θLD χ2
ν θRoss

Spherical PHOENIX models:

3550 0.7 1.3 0.9388 8.664 1.80 8.13

3500 0.7 1.3 0.9394 8.663 1.81 8.14
3600 0.7 1.3 0.9381 8.665 1.79 8.13
3550 0.5 1.3 0.9218 8.814 1.79 8.12
3550 1.0 1.3 0.9577 8.504 1.79 8.14
3550 0.7 1.0 0.9302 8.739 1.80 8.13

Plane-parallel PHOENIX model:

3550 0.7 / 1 8.168 1.72 8.17

Plane-parallel ATLAS 12 model:

3550 0.7 / 1 8.191 1.78 8.19

Plane-parallel ATLAS 9 models:

3500 0.5 / 1 8.244 1.74 8.24
3500 1.0 / 1 8.243 1.73 8.24
3750 0.5 / 1 8.227 1.71 8.23
3750 1.0 / 1 8.228 1.71 8.23

otherwise) and FDD (I = µ) model visibility functions are
shown, with diameters θUD and θFDD corresponding to our
favorite PHOENIX model fit. Our measurements differ sig-
nificantly from UD and FDD models, confirming the limb-
darkening effect. All considered PHOENIX and ATLAS model
CLV predictions lead to very similar model visibility functions
up to the 2nd lobe, which are all consistent with our data.
Hence, our data confirm the model-predicted strength of the

limb-darkening effect. Our measured values in the second lobe
of the visibility function seem to lie systematically above the
model predictions by ∼0.5−1σ. It is not yet clear if these small
differences are caused by systematic effects of our data calibra-
tion or by the model structures. The squared visibility ampli-
tudes derived from the siderostat data show a systematic off-
set of about 1σ towards larger values with respect to our best
fitting curves. This is likely caused by possible small system-
atic calibration effects, since the calibration of our high squared
visibility amplitudes in the range ∼0.8−0.95 derived from the
siderostat data was difficult (see Sect. 4.3).

The best fitting Rosseland angular diameters are well
constrained by our measurement. The measurements in the
2nd lobe of the visibility function also constrain the positions
of the 1st minimum and 2nd maximum of the visibility func-
tion, which is a constraint of the diameter. This constraint is
independent of possible small systematic calibration uncertain-
ties of the |V |2 values. The reduced χ2

ν values for the different
considered models do not show significant differences, which is
consistent with the very similar predicted shapes of the model
visibility functions. These similarities are expected since our
measurement is dominated by continuum photons, and the con-
tinuum forming region of the atmosphere is almost compact
(see Fig. 5).

6. Discussion and conclusions

Spherical PHOENIX models We have constructed a spher-
ical hydrostatic PHOENIX model atmosphere for ψPhe in
Sect. 3.2. Here, we confront this model’s prediction for the
CLV by comparing it with our VLTI/VINCI measurement
of the visibility function in the second lobe. We find that
the model predicted shape of the visibility function is con-
sistent with our VLTI/VINCI measurements. Simultaneously,
the Rosseland angular diameter derived from the model and

M4 III
ψ Phe

visibility of the uniform disk with an angular radius of rUD
is written as follows:

VUD rUDð Þ ¼
2J1 kBprUD

� �
kBprUD

: ð6Þ

The visibility of the limb-darkened disk with an angular radius
of rLD and a linear limb-darkening coefficient of u(k) is written
as follows:

VLD rLDð Þ ¼ 6

3� u kð Þ

(
1� u kð Þ½ �

2J1 kBprLD
� �
kBprLD

þ u(k)

ffiffiffiffi
�

2

r
J3=2 kBprLD

� �

kBprLD
� �3=2

)
: ð7Þ

(Quirrenbach et al. 1996).
The triple product is the product of the visibilities on three

baselines that form a triangle:

VTP ¼ V1j j exp �i�1ð Þ V2j j exp �i�2ð Þ V3j j exp �i�3ð Þ: ð8Þ

The triple amplitude is the absolute value of the triple product,

VTPj j ¼ V1j j V2j j V3j j; ð9Þ

and the closure phase is the phase of the triple product,

�c ¼ �1 þ �2 þ �3: ð10Þ

As we can see from equation (5), if the brightness distribution
of the source projected to a baseline, I(x), is symmetric with
x, the imaginary part of the visibility is zero, and the phase
of the visibility is 0� or 180�. If the brightness distribution of
the source is asymmetric, the imaginary part of the visibility
becomes nonzero, and the phase is neither 0� nor 180�. Gen-
erally, it is not easy to measure the phase of visibility with
a ground interferometer because of atmospheric turbulence.
However, the closure phase cancels the effect of atmospheric
turbulence, and so source information is obtainable. Conse-
quently, the closure phase is a useful interferometric observable
for discussing the asymmetry of the brightness distribution of
the source.

Fig. 1.—From left to right, squared visibility amplitudes on OB2, OB1, and OB3, triple amplitudes, and closure phases of Vega measured on 2001 May 25. Six
scans were obtained. Dashed lines: Uniform-disk model with a diameter of 3.11 mas. Solid lines: Limb-darkened–disk model with a diameter of 3.22 mas. We used
linear limb-darkening coefficients calculated by Van Hamme (1993), with TeA ¼ 9500 K and log g ¼ 4:0. The limb-darkened–disk model reproduces the measured
squared visibility amplitudes and the triple amplitudes better than the uniform-disk model.
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Fig. 1. Squared visibilities and adjusted two-parameter limb darkened
disk visibility model of η Ser (with bandwidth smearing). The dotted
line is the monochromatic visibility curve for λ = 2.16 microns. The
lower panel shows the normalized residuals, as well as the difference
between the monochromatic visibility profile and the one using band-
width smearing (dotted line, with a typical error bar of 5%). The smaller
panel in the upper right corner shows the u-v plane.

Table 1. Calibrators used for the observations of η Ser.

Star mV mKs Spect. θUD(K) γ
(mas) (◦)

IRC+00339 5.5 2.6 K2III 1.402 ± 0.018 6.8
HR 6650 6.2 3.2 K1III-IV 1.123 ± 0.015 16.7
HR 7809 6.1 3.6 K1III 1.055 ± 0.015 31.1

Notes. mv, mKs: magnitudes in V and K bands; UD(K): uniform disk
angular diameter; γ: angular distance to η Ser.

Kervella et al. 2004a; Mérand et al. 2006a). For the reported
observations, we used the CHARA baselines S2-W2 and E2-S1,
with ground lengths of 177 and 279 m, respectively. The calibra-
tor stars were chosen from the catalogue compiled by Mérand
et al. (2005), using criteria defined by these authors (Table 1).
They were observed immediately before and/or after η Ser in or-
der to monitor the interferometric transfer function of the instru-
ment.

All our results were obtained using visibility models
that take into account bandwith smearing, as described in
Aufdenberg et al. (2006). Since the optical filter for FLUOR is
quite wide, it is extremely important to take band width smear-
ing in account, especially if one collects data near a visibility
null where the visibility varies substantially inside the wave-
band. We shall not fully describe this method in this paper, as
it is very specific to the instrument and filter details. These de-
tails are available, however, directly from the authors. For visual
comparison, we plot in Fig. 1 the monochromatic visibility for
λ = 2.16 microns.

Table 2. Calibrated squared visibility measurements of η Ser.

MJD B PA V2 ± σ L1
(m) (◦) (%)

53 930.377 214.68 −7.77 0.00715 ± 0.00041
53 930.400 219.44 −13.90 0.00781 ± 0.00020
53 936.364 171.46 −38.16 0.00924 ± 0.00053 •
53 937.302 157.44 −32.36 0.02710 ± 0.00114 •
53 937.320 162.43 −34.71 0.01978 ± 0.00093 •
53 937.338 166.67 −36.46 0.01272 ± 0.00065 •

Notes. MJD: modified Julian date of the observation; B: projected base-
line length; PA: azimuth of the projected baseline (counted positively
from North to East); V2: squared visibility; L1: “•” means measure-
ments obtained in the first lobe of the visibility.

Table 3. Results of the fits to the data for different models.

Model θLD α First lobe All
(mas) χ2 P χ2 P

Uniform disk 2.855 ± 0.007 0.000 1.89 1 17.1 0
ATLAS9 2.936 ± 0.007 0.176 1.59 1 2.2 0
MARCS-pp 2.940 ± 0.007 0.183 1.58 1 2.1 0
PHOENIX 2.944 ± 0.007 0.196 1.57 1 1.9 0
MARCS-sph 2.945 ± 0.007 0.193 1.56 1 1.9 0
adjusted LD 2.958 ± 0.027 0.23 ± 0.05 1.52 0 2.1 2

Notes. θLD: CLD corrected diameter; α: equivalent power law parame-
ter; χ2 and P: reduced χ2 and number of parameters fitted (if P = 0, the
χ2 is only computed). “first lobe” referes to data marked with a “•” in
Table 2.

3. Angular diameter

3.1. Limb darkening model comparison

In order to estimate the angular diameter from the measured visi-
bilities (Table 2) it is necessary to know the intensity distribution
of the light on the stellar disk, that is the limb darkening (LD).
In this Section, we present the results of two approaches based
on an assumed intensity distribution:

1. adjust a simple uniform disk model to the V2 measurements.
The uniform disk (UD) model, although unphysical, is a use-
ful tool for interferometry when the stars are marginally re-
solved since it is a single parameter model;

2. assume a limb darkened profile from existing atmo-
sphere models. Here we use the stellar parameters de-
rived recently for η Ser by Hekker & Meléndez (2007):
Teff = 4955 K, log g = 3.20, [Fe/H] = −0.21, Vturb =
3.52 km s−1. For the computation of the intensity profile
of the star, three models are used: the classical ATLAS9
and PHOENIX models, approximated using Claret’s (2000)
four-parameter laws in the K band, and the MARCS model
(Gustafsson et al. 2008)1, using intensities computed using
TURBOSPECTRUM (Alvarez & Plez 1998), with spheri-
cal (“-sph”) and plane-parallel geometries (“-pp”).

The results of the fits are presented in Table 3. In each case, the
angular diameter of the star is calculated by fitting, using a chi2

minimization, only the four V2 measurements obtained in the
first lobe of the visibility function, where our measurements are
insensitive to limb darkening. We then compute the reduced χ2

using all the V2 measurements which gives us a metric of the

1 http://www.marcs.astro.uu.se/
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Fig. 2. Top: AMBER/VLTI visibility amplitudes and uncertainties in the
H (green) and K bands (black). The model visibilities (red squares)
were calculated with a linear limb-darkened disk model fitted to the
data (Table 2). We also show the theoretical visibilities (dots for H and
dashes for K) expected for Canopus from a LLD disk with parame-
ters determined by Claret (2000). Clearly these limb-darkened models
do not account for the observations, especially after the first minimum.
Bottom: fit residuals in σV units showing a relatively important depar-
ture from zero, as well as residual trends indicating that additional ef-
fects should be included in the modeling of Canopus.

4. Model fitting and physical parameters

The observed visibilities (Fig. 2) and closure phases (Fig. 3) in-
dicate that, as a zero-order approximation, Canopus can be con-
sidered to be a star having a centrally-symmetric intensity dis-
tribution (see also discussion in Sect. 5). We have thus fitted a
linearly limb-darkened disk (LLD) model3 to both H and K band
observed visibilities. The free parameters of the model are the
LLD angular diameter /�, and the H and K band LLD coef-
ficients �H and �K . The estimated parameters and correspond-
ing uncertainties obtained from a Levenberg-Marquardt (L-M)
least-squares fit are given in Table 2. The model visibilities and
fit residuals are shown in Fig. 2.

The uncertainty in /� (σ/� = 2.2% /�) is dominated by the
uncertainty in the instrumental spectral calibration (cf. Sect. 3).
Even with this limitation, AMBER/VLTI enabled us to derive
the most precise angular diameter of Canopus known today.
This interferometrically measured angular diameter is compati-
ble with several previous measurements within the uncertainties,
for example, /� = 6.6±0.8 mas (Hanbury-Brown et al. 1974; in-
tensity interferometry), /� = 7.00± 0.41 mas (Heras et al. 2002;
spectral fit); additional values are listed by Heras et al. (2002).

In Table 2 we give the linear radius R and effective tempera-
ture Teff derived from our angular diameter and other previously
measured parameters. Thanks to the precision in /� attained with

3 I(μ)/I(1) = 1− �(1− μ), where I is the specific intensity, and μ is the
cos of the angle between the line of sight and the emergent intensity.
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Fig. 3. AMBER/VLTI closure phases (absolute values) of Canopus as
a function of the spatial frequency calculated on the longest baseline.
Values indicate that Canopus does not have a completely centrally sym-
metric intensity distribution. For example the absolute values of the clo-
sure phases at low spatial frequencies (≤5.5 × 107 cycles/rad) are of
the order of 0.1−0.2 rad. The triangles indicate the theoretical closure
phases obtained from the fit of a single convective cell model to the
visibility amplitudes alone (see text for details).

Table 2. Parameters and uncertainties estimated from a least-square fit
of a LLD disk model to the observed visibilities. The reduced χ2 of
the fit is χ2

red = 7.0, suggesting that the LLD disk cannot completely
explain the observations. Physical parameters of Canopus derived from
the measured /� are also listed.

Fitted parameters Derived parameters

/� = 6.93 ± 0.15 mas R/R� = 71.4 ± 4.0a

�H = 0.04 ± 0.01 Teff = 7284 ± 107 Kb or 7582 ± 252 Kc

�K = −0.07 ± 0.01 log g = 1.7 ± 0.1d

a From the Hipparcos distance d = 95.9±4.9 pc (Perryman et al. 1997).
The Lutz-Kelker correction is negligible for Canopus (Jerzykiewicz &
Molenda-Zakowicz 2000).
b From the bolometric flux measured by Code et al. (1976): f =
(45.0 ± 1.8) × 10−6 erg cm−2 s−1.
c Obtained by using values from Smiljanic et al. (2006) and references
therein (visual apparent magnitude V = −0.72, extinction AV = 0.08,
visual bolometric correction BCV = 0.0) and from Drilling & Arlo
(2000) (solar luminosity and bolometric magnitude). The uncertainty
in Teff was estimated from σ/� and considering a conservative cumula-
tive error of 0.1 in V , AV , and BCV.
d Assuming a mass of M/M� = 9 ± 2.

AMBER, the uncertainty in R is dominated by the uncertainty in
the distance, contrarily to the previous measurements of /�.

As indicated in Table 2, the two values of Teff were ob-
tained from different approaches, corresponding to distinct es-
timates of the bolometric fluxes. One can find in the lit-
erature values compatible with both estimates. For example,
Desikachary & Hearnshaw (1982) and references therein give
Teff � 7300−7400 K, while Kovtyukh (2007), Smiljanic
et al. (2006) and references therein give Teff � 7500−7600 K.

Figure 2 shows that the near-IR intensity distribution of
Canopus is not entirely compatible with a simple limb-darkened
model. In particular the height of the second lobe is quite im-
portant, corresponding to �H >∼ 0 and �K <∼ 0 (i.e., a slight
limb-brightening). These measured values do not agree with the
theoretical predictions of linear limb-darkening for Canopus. To
illustrate this point we show in Fig. 2 the theoretical visibility
curves for linear limb-darkening coefficients from Claret (2000):
�H = 0.28 and �K = 0.24. These values correspond to Teff and
log g from Table 2, and to the metallicity and microturbulence
velocity from Smiljanic et al. (2006).
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Fig. 3. Amount of beam integrated flux and dust shell intensity com-
pared to the fiber profile. Black line: beam integrated flux, normalized
to the photospheric flux, as a function of beam radius, either in units of
dust shell inner radius (bottom axis) or in arcseconds assuming a 13 R�
dust shell inner radius (top axis). Grey line: the intensity profile of the
dust shell, normalized to the central photospheric intensity. The dashed
line represents the Gaussian fiber profile.

4. Limb-darkening and physical diameter
The limb darkening effect is a gradual decrease of surface bright-
ness from the center to the stellar limb caused by the decrease
of temperature with altitude: the optical depth of 1 is reached
for lower altitudes at the center of the stellar disk than at the
edge. Taking this effect into account is mandatory for an accu-
rate measurement of the diameter of the photosphere. To do so,
we used parametric models (see Claret, 2004; Hestroffer, 1997)
and a physical model derived from a MARCS simulation of the
Betelgeuse atmosphere.

4.1. Parametric models

In order to compare different observations, one needs standard
models of the stellar intensity distribution. The simplest ones
are the linear and quadratic limb darkening laws. The visibility
of a point-symmetric object is a Hankel transform (whose ker-
nel is a Bessel function) normalized by the total spatial intensity
distribution. For the monochromatic case, the visibility is

Vλ(r) =

∣

∣

∣

∣

∣

∫ ∞
0 I(r, λ)J0(2π

B⊥
λ

r)rdr
∣

∣

∣

∣

∣

∣

∣

∣

∫ ∞
0 I(r, λ)rdr

∣

∣

∣

(2)

where B⊥ is the projected baseline of the interferometer, r the
distance to the star center, I(r, λ) the spatial intensity distribution
at the observing wavelength λ and J0 is the first Bessel function
of the first kind. We present now the calculation of the visibil-
ity for a quadratically limb darkened disk. For an achromatic
quadratic limb darkening, the spatial intensity distribution is a
function of µ, the cosine of the angle between the radius vector
and the line of sight. It can be written as follows:

I(µ) = 1 − A(1 − µ) − B(1 − µ)2 (3)

with µ =
√

1 − ( 2r
φLD

)2 where φLD is the limb darkened disk
diameter. With B=0, one gets the linear limb darkening case.

Substituting the intensity equation in the visibility expression,
the Mellin transform appears. For the general case of a power
law of index δ, I(µ) = µδ, this can be written as follows
(Hestroffer, 1997):

Vν(x) = 2ν
∣

∣

∣

∣

∣

∣

∫ 1

0
(1 − µ2)ν−1J0(xµ)µdµ

∣

∣

∣

∣

∣

∣

= Γ(ν + 1) × |Jν(x)|
(x/2)ν

(4)

where Jν is the Bessel function of the first kind of index ν,
defined as ν = δ/2 + 1.

The expression for the visibility of a quadratic limb-
darkening is thus finally:

Vλ(z) =
α
|J1(z)|

z
+ β

√

π

2
|J3/2(z)|

z3/2 + 2γ
|J2(z)|

z2

α

2
+
β

3
+
γ

4

(5)

with α = 1 − A − B, β = A + 2B, γ = −B and z = πφLD
B⊥
λ

.
This model and the linear one have been squared and fit to the
data (Fig. 4). The results of this fitting up to the second lobe are
summarized in Table 2.

Fig. 4. Squared visibility data fitted by the best limb darkening model
(dotted line). To improve the modeling, we should reproduce the excess
of contrast at high frequencies. The squared visibility of a UD is drawn
in full line for comparison.

The third and fourth visibility lobes of Betelgeuse clearly
contain high spatial frequency information more complex than
just limb darkening and, up to this point, have been excluded
from the fits. The linear limb darkening coefficient A=0.43 for
a diameter of 44.28 ± 0.15 mas can be compared with the esti-
mation by Perrin et al. (2004) in K band who found A=0.09 for
a smaller diameter of ∼43.6 mas. Those measurements obtained
in two different bands do not correspond to the same extension
of the photosphere. That could explain the difference in diame-
ter. On the theoretical side, Manduca (1979) measured A=0.52
at 1.2 µm by fitting a simulated intensity profile of Betelgeuse
with the following parameters: Te f f = 3750 K, log g = 1.5 and a
solar composition. More recently van Hamme (1993) predicted
A=0.49 for a limb darkening in J band with Te f f = 3500 K, log
g = 0.5 and a solar composition. Given that limb darkening is
probably smaller in the H band than in the J band, the agreement
with our results is quite good.

4.2. The MARCS modeling of the photosphere

To model the photosphere of this supergiant, we use the
SOSMARCS code, version May 1998, described in Verhoelst
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Fig. 3. Relative photometry between the different spectral channels as
a function of the wavelength (arbitrary vertical units). The wavelength
was determined by measuring the frequency of the fringes as shown in
Fig. 2.

A second limitation is the field of view of the interferometer.
It is delimited by the maximum distance between two objects
whose fringes overlap on the detector. To be rigorous, one should
take into account parameters like the mode of recombinaison, the
stroke of the piezo (in the case of IONIC), and even the spectral
energy distribution of the target. However, to establish a simple
relation, we will only take into account the spectral bandwidth
of a spectral channel (Δλ), as well as the distance between two
telescopes (B):

FOVinterferometer =
λ2

Δλ B
· (2)

Note that the interferometric field of view is baseline dependent.
It will be larger for shorter baselines, and smaller for longer
baselines. Moreover, this field limitation is valid only in the
direction along the baseline. Perpendicular to the baseline, the
bandpass does not cause any field limitation. It is difficult to
establish the field of view of an interferometer as a whole. A
conservative way to do so is to consider the maximum baseline
length for a given direction.

In the North-East/South-West direction, using the spectral
dispersion mode of IOTA (D = 45 cm, Δλ = 40 nm and
B = 35 m), the field of view is not limited by the telescope
(FOVtelescopes = 750 mas), but by the bandwidth. The field
of view is 350 mas at 1.55 μm, and 480 mas at 1.80 μm.
In the North-West/South-East direction, the shorter baselines
(B = 15 m) allow a larger interferometric field of view, hence
a 750 mas field limitation due to the telescope size.

We will consider in the following a 400 × 750 mas field of
view for IOTA1.

2.5. The dataset

The dataset consists of 924 visibility measurements and 308 clo-
sure phases. The V2 are plotted as a function of the baseline
length in the upper panel of Fig. 4. The CP are plotted in the up-
per panel of Fig. 5. The frequency plane coverage was presented
in Fig. 1. The solid curve corresponds to the best fit of a uniform
disk. The residuals are plotted on the lower panels. It is inter-
esting to note that fringes have been observed with a contrast
below 1%. Such a low contrast exists thanks to the dispersive
mode, which allows a deep first null. If the full H band was ob-
served, the effect of bandwidth smearing would have limited the
depth of the null to several percents (Perrin & Ridgway 2005).
Probing the null was possible with bootstrapping, two baselines

1 IOTA’s field of view decreases when using large band filters.

1.53 μm
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UD Diameter: 20.304+/−0.011
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Fig. 4. Overview of the dataset: visibility square measurements as a
function of the baseline length. The wavelength is color coded as in
Fig. 1. The solid curve correspond to the visibility curve of a uniform
stellar disk of angular diameter 20.30 mas (not accounting for band-
width smearing). The bottom panel presents the residual of that fit,
showing the clear inconsistency of the second lobe.

of sufficient contrast being enough to track the fringes on all the
baselines.

A few things are striking: first, the object is relatively achro-
matic. This can be seen on the residuals of the V2. Secondly, the
second lobe of the data is not well fitted by a uniform disk. This
is due to the presence of limb darkening. Thirdly, the closure
phases are close to zero or π. This means the object is likely to
be point symmetric.

3. Comparison with atmosphere models/
prescriptions

3.1. Fitting limb-darkening prescriptions

Since limb darkening is apparent, a logical first step is to
fit a model for the brightness distribution of the photosphere.
Numerous types of limb-darkening (LD) prescriptions exist in
the literature. We used two of them, which we supposed achro-
matic. A power law (Hestroffer 1997):

I(μ)/I(1) = μα, (3)

and a quadratic law (Manduca et al. 1977) were used:

I(μ)/I(1) = 1 − a(1 − μ) − b(1 − μ)2, (4)

where μ =
√

1 − (2r/θLD)2), r being the angular distance from
the star center, and θLD the angular diameter of the photosphere.
In terms of complex visibilities, the power law limb darkening
prescription yields:

V(vr) =
∑

k≥0

Γ(α/2 + 2)
Γ(α/2 + k + 2)Γ(k + 1)

(−(πvrθLD)2

4

)k

, (5)
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Fig. 3. Relative photometry between the different spectral channels as
a function of the wavelength (arbitrary vertical units). The wavelength
was determined by measuring the frequency of the fringes as shown in
Fig. 2.

A second limitation is the field of view of the interferometer.
It is delimited by the maximum distance between two objects
whose fringes overlap on the detector. To be rigorous, one should
take into account parameters like the mode of recombinaison, the
stroke of the piezo (in the case of IONIC), and even the spectral
energy distribution of the target. However, to establish a simple
relation, we will only take into account the spectral bandwidth
of a spectral channel (Δλ), as well as the distance between two
telescopes (B):

FOVinterferometer =
λ2

Δλ B
· (2)

Note that the interferometric field of view is baseline dependent.
It will be larger for shorter baselines, and smaller for longer
baselines. Moreover, this field limitation is valid only in the
direction along the baseline. Perpendicular to the baseline, the
bandpass does not cause any field limitation. It is difficult to
establish the field of view of an interferometer as a whole. A
conservative way to do so is to consider the maximum baseline
length for a given direction.

In the North-East/South-West direction, using the spectral
dispersion mode of IOTA (D = 45 cm, Δλ = 40 nm and
B = 35 m), the field of view is not limited by the telescope
(FOVtelescopes = 750 mas), but by the bandwidth. The field
of view is 350 mas at 1.55 μm, and 480 mas at 1.80 μm.
In the North-West/South-East direction, the shorter baselines
(B = 15 m) allow a larger interferometric field of view, hence
a 750 mas field limitation due to the telescope size.

We will consider in the following a 400 × 750 mas field of
view for IOTA1.

2.5. The dataset

The dataset consists of 924 visibility measurements and 308 clo-
sure phases. The V2 are plotted as a function of the baseline
length in the upper panel of Fig. 4. The CP are plotted in the up-
per panel of Fig. 5. The frequency plane coverage was presented
in Fig. 1. The solid curve corresponds to the best fit of a uniform
disk. The residuals are plotted on the lower panels. It is inter-
esting to note that fringes have been observed with a contrast
below 1%. Such a low contrast exists thanks to the dispersive
mode, which allows a deep first null. If the full H band was ob-
served, the effect of bandwidth smearing would have limited the
depth of the null to several percents (Perrin & Ridgway 2005).
Probing the null was possible with bootstrapping, two baselines

1 IOTA’s field of view decreases when using large band filters.
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Fig. 4. Overview of the dataset: visibility square measurements as a
function of the baseline length. The wavelength is color coded as in
Fig. 1. The solid curve correspond to the visibility curve of a uniform
stellar disk of angular diameter 20.30 mas (not accounting for band-
width smearing). The bottom panel presents the residual of that fit,
showing the clear inconsistency of the second lobe.

of sufficient contrast being enough to track the fringes on all the
baselines.

A few things are striking: first, the object is relatively achro-
matic. This can be seen on the residuals of the V2. Secondly, the
second lobe of the data is not well fitted by a uniform disk. This
is due to the presence of limb darkening. Thirdly, the closure
phases are close to zero or π. This means the object is likely to
be point symmetric.

3. Comparison with atmosphere models/
prescriptions

3.1. Fitting limb-darkening prescriptions

Since limb darkening is apparent, a logical first step is to
fit a model for the brightness distribution of the photosphere.
Numerous types of limb-darkening (LD) prescriptions exist in
the literature. We used two of them, which we supposed achro-
matic. A power law (Hestroffer 1997):

I(μ)/I(1) = μα, (3)

and a quadratic law (Manduca et al. 1977) were used:

I(μ)/I(1) = 1 − a(1 − μ) − b(1 − μ)2, (4)

where μ =
√

1 − (2r/θLD)2), r being the angular distance from
the star center, and θLD the angular diameter of the photosphere.
In terms of complex visibilities, the power law limb darkening
prescription yields:

V(vr) =
∑

k≥0

Γ(α/2 + 2)
Γ(α/2 + k + 2)Γ(k + 1)

(−(πvrθLD)2

4

)k

, (5)
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Table 2. Best fit model parameters for Polaris and its CSE. θ� is the
stellar angular diameter (mas), α the CLD coefficient, θs the shell an-
gular diameter (mas), w the shell width (mas) and Fs/F� the relative
brightness (Fig. 3). Last column tabulates the reduced χ2. Only param-
eters with error bars (lower scripts) have been fitted. The first line is the
hydrostatic model; the second line is the adjusted CLD; the model of
the last line includes a shell.

θ� α θs w Fs/F� χ2

3.152±0.003 0.16 – – – 4.5
3.189±0.005 0.26±0.01 – – – 2.5
3.123±0.008 0.16 7.5±0.2 0.5 1.5±0.4% 1.4

Hydrostatic LD

Fitted LD

Hydrostatic  LD + Shell

S1−S2
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Fig. 2. Results of fit for different models. Squared visibility with respect
to baseline. Solid line is the hydrostatic CLD from Claret (2000), dotted
line is a fitted power law CLD while the dashed line is the hydrostatic
model surrounded by the shell (see Table 2 for the models parameters).
Note that solid and dotted line overlap in the main panel, the S1-S2 and
E1-E2 small panels.

measures the flux as a number of photons); Tr is the chromatic
instrumental transmission, which has been measured internally
(a standard atmospheric transmission model is also applied).

The only parameter adjusted in the fit is the angular diameter
of the star, which is found to be θ� = 3.152 ± 0.003 mas. The
corresponding reduced χ2 is 4.5 (Table 2). Note that we take
into account the correlations between error bars of different data
points. These correlations come from the multiple use of a single
calibrator in the dataset. They are properly treated according to
the formalism developed by Perrin (2003).

In Fig. 2, we display the data points and the models. The
solid line corresponds to the hydrostatic CLD model for Polaris
from Claret (2000). It appears that the model fails to reproduce
the data in the second lobe (see W1-E1 baseline) and marginally
intermediate baselines (E1-E2), where V2 ∼ 50%.

3.3. Adjusted center-to-limb variation

Because the second lobe is not well reproduced by the hydro-
static model, a simple way to improve the model is to adjust
the strength of the CLD. Indeed, the CLD profile changes the
scale of the first lobe (not its shape) and the height of the second

lobe. For this purpose we chose a single parameter CLD law, the
power law: I(µ)/I(1) = µα (Michelson & Pease 1921; Hestroffer
1997). The hydrostatic model computed from Claret coefficients
for Polaris corresponds to α = 0.16. Even using a single pa-
rameter CLD model compared to the 4-parameters Claret’s law,
corresponding V2 only differ at most by 10−3 (relative) in the
first two lobes. We therefore prefer to use a single parameter
CLD law (the power law), for the sake of simplicity.

The best fit, adjusting α as a free parameter, leads to θ� =
3.189±0.005 mas and α = 0.26±0.01; the reduced χ2 is then 2.5
(Table 2, second line). Based on the χ2, the fit is significantly bet-
ter: the hydrostatic CLD led to χ2 of 4.5. The CLD is stronger
than predicted by hydrostatic models and the corresponding an-
gular diameter is thus larger, as expected. However, before trying
to interpret this result in terms of photospheric characteristics,
one should notice that this model still fails to fit the mid-first
lobe (see E1-E2 panel in Fig. 2, dotted line, which actually over-
laps with the solid line). The measured V2 data are lower than
computed for a limb darkened disk. A change in CLD affects
primarily the second lobe (higher spatial frequencies), and only
the scale of the first lobe. In order to change the shape of the
first lobe, one has to invoke something larger that Polaris itself
to disturb the lower spatial frequencies. Thus, we think that this
strong CLD is not realistic.

3.4. Companion and pulsation

When seeking possible explanations for the departure
around V2 ∼ 50%, two obvious possibilities must be con-
sidered before invoking a CSE: Polaris is a pulsating star and a
spectroscopic-astrometric binary as well (Wielen et al. 2000).
We shall now show that neither of these two hypotheses can
explain the discrepancy in the first lobe.

If the departure detected at V2 is believed to be due to the
companion, it should vary with the position angle angle of the
projected baseline. Our sampled range in projection angle is
quite large and densely populated for E1-E2 (Fig. 1). However
the departure does not change significantly with respect to pro-
jection angle of the baselines. As seen in Fig. 2: the V2 recorded
using E1-E2 are consistent within their errors. Because our typi-
cal V2 precision is of the order of 3%, the companion must be as
faint as 1.5% of the main star flux, or less (in the K band), in or-
der to remain undetected by CHARA/FLUOR. Moreover, based
on non detection in UV and X-ray, Evans et al. (2002) estimate
that the companion mass is between 1.7 and 1.4 solar masses.
Thus, this star is most likely a main sequence star of similar spec-
tral type (but lower luminosity) to Polaris. Wielen et al. (2000),
in their study of the astrometric orbit, conclude that the differ-
ence in magnitude between the two components is ∆V = 6.5
from which we deduce, because of the similarity in spectral type,
∆K ≈ 6.5. This corresponds to a flux ratio of 2.5 × 10−3 which
translates into an interferometric V2 modulation twice as large,
5 × 10−3 or half a percent.

According to the latest radial velocity surveys, the radial pul-
sation of Polaris is of the order of 0.4% in diameter (Moskalik
& Gorynya 2005). In the case of FLUOR, for which the rela-
tive error in squared visibility (σV2/V2) is almost constant, the
most effective baseline to search for diameter variations maxi-
mizes the following criterion: for a given baseline b and angular
diameter θ, a diameter increase of δθ should lead to the max-
imum relative increase in squared visibility δV2/V2. Thus, the
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Fig. 2. Continuum visibilities of Betelgeuse averaged over the continuum spectral channels between 2.28 and 2.293 µm. The insets
show enlarged views of the second, third, and fourth/fifth lobes. The solid and dashed lines represent the visibilities for a uniform
disk with a diameter of 42.05 mas and for a limb-darkened disk with a diameter of 42.49 mas and a limb-darkening parameter of
0.097 (power-law-type limb-darkened disk of Hestroffer 1997), respectively. The dotted lines represent the maximum range of the
variations in the 2.22 µm visibility due to time-dependent inhomogeneous surface structures predicted by the three-dimensional
convection simulation of Chiavassa et al. (2009), who presents the model prediction up to 70 arcsec−1.
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ABSTRACT

Aims. We present one-dimensional aperture synthesis imaging of the red supergiant Betelgeuse (α Ori) with VLTI/AMBER. We
reconstructed for the first time one-dimensional images in the individual CO first overtone lines. Our aim is to probe the dynamics of
the inhomogeneous atmosphere and its time variation.
Methods. Betelgeuse was observed between 2.28 and 2.31 µm with VLTI/AMBER using the 16-32-48 m telescope configuration
with a spectral resolution up to 12000 and an angular resolution of 9.8 mas. The good nearly one-dimensional uv coverage allows us
to reconstruct one-dimensional projection images (i.e., one-dimensional projections of the object’s two-dimensional intensity distri-
butions).
Results. The reconstructed one-dimensional projection images reveal that the star appears differently in the blue wing, line center,
and red wing of the individual CO lines. The one-dimensional projection images in the blue wing and line center show a pronounced,
asymmetrically extended component up to ∼1.3 R⋆, while those in the red wing do not show such a component. The observed one-
dimensional projection images in the lines can be reasonably explained by a model in which the CO gas within a region more than
half as large as the stellar size is moving slightly outward with 0–5 km s−1, while the gas in the remaining region is infalling fast
with 20–30 km s−1. A comparison between the CO line AMBER data taken in 2008 and 2009 shows a significant time variation in the
dynamics of the CO line-forming region in the photosphere and the outer atmosphere. In contrast to the line data, the reconstructed
one-dimensional projection images in the continuum show only a slight deviation from a uniform disk or limb-darkened disk. We
derive a uniform-disk diameter of 42.05 ± 0.05 mas and a power-law-type limb-darkened disk diameter of 42.49 ± 0.06 mas and a
limb-darkening parameter of (9.7 ± 0.5) × 10−2. This latter angular diameter leads to an effective temperature of 3690 ± 54 K for the
continuum-forming layer. These diameters confirm that the near-IR size of Betelgeuse was nearly constant over the last 18 years, in
marked contrast to the recently reported noticeable decrease in the mid-IR size. The continuum data taken in 2008 and 2009 reveal
no or only marginal time variations, much smaller than the maximum variation predicted by the current three-dimensional convection
simulations.
Conclusions. Our two-epoch AMBER observations show that the outer atmosphere extending to ∼1.3–1.4 R⋆ is asymmetric and its
dynamics is dominated by vigorous, inhomogeneous large-scale motions, whose overall nature changes drastically within one year.
This is likely linked to the wind-driving mechanism in red supergiants.

Key words. infrared: stars – techniques: interferometric – stars: supergiants – stars: late-type – stars: atmospheres – stars: individual:
Betelgeuse

1. Introduction

Red supergiants (RSGs) experience slow, intensive mass loss up
to 10−4 M⊙ yr−1, which is very important for understanding the
final fate of massive stars. For example, our poor understanding
of the RSG mass loss makes it difficult to estimate the main-
sequence mass range of the progenitors of the Type IIP super-
novae, which are the most common type of core-collapse super-
novae. The mass loss also plays a significant role in the chem-
ical enrichment of galaxies. Despite this importance, there are

Send offprint requests to: K. Ohnaka
⋆ Based on AMBER observations made with the Very Large

Telescope Interferometer of the European Southern Observatory.
Program ID: 082.D-0280 (AMBER Guaranteed Time Observation)

no satisfactory theories for the RSG mass loss at the moment, as
stressed by Harper (2010).

Studies of the outer atmosphere, where the winds are accel-
erated, are a key to tackling this problem. The outer atmosphere
of RSGs has complicated structures. The UV observations of
the well-studied RSG Betelgeuse (α Ori, M1-2Ia-Ibe) with the
Hubble Space Telescope reveal that the hot (∼6000–8000 K)
chromospheric plasma is more than twice as extended as the
photosphere (Gilliland & Dupree 1996). However, radio contin-
uum observations with the Very Large Array show that much
cooler (∼1000–3000 K) gas extends to several stellar radii (Lim
et al. 1998), suggesting that the hot chromospheric plasma and
cooler gas coexist. IR spectroscopic and interferometric studies
of a few bright RSGs also show the presence of dense H2O gas in



M5 II      α Her   (Perrin et al. 2004) 
M4.5 III  BY Boo   (Wittkowski et al. 2001)
M4 III  V416 Lac   (Wittkowski et al. 2001)
M4 III     ψ Phe   (Wittkowski et al. 2001; Wittkowski et al. 2004 (VLTI)) 
M1.5 III   α Cet   (Wittkowski et al. 2006) (VLTI)
M1Iab      α Ori   (Burns et al. 1997; Perrin et al. 2004; 
                     Xaubois et al. 2010, Ohnaka et al. 2011 (VLTI))
M0 III     γ Sge   (Wittkowski et al. 2001; Wittkowski et al. 2006 (VLTI))
K3 II      γ Aql   (Nordgen et al. 1999)
K2 III     α Ari   (Hajian et al. 1998)
K2 III    11 Lac   (Baines et al. 2010)
K1.5 III   α Boo   (Quirrenbach et al. 1996, Lacour et al. 2008)
K1 V       α Cen B (Bigot et al. 2006) (VLTI)
K1 IV      γ Cep   (Baines et al. 2009)
K0 III     α Cas   (Hajian et al. 1998)
K0 III     η Ser   (Mérand et al. 2010)
F8 Ib      α UMi   (Mérand et al.  2006)
F5 Ib      α Per   (Mérand et al.  2007)
F5 IV-V    α CMi   (Aufdenberg et al. 2005)
F2 IV      β Cas   (Che et al. 2011)
F0 Ib      α Car   (Domiciano de Souza et al. 2008) (VLTI)
A7 V       α Aql   (Ohishi et al. 2004; Monnier et al.  2007)
A1 V       α CMa   (Hanbury Brown et al.  1974)
A0 V       α Lyr   (Peterson et al. 2006; Aufdenberg et al. 2006)

Second-lobe measurements from interferometry to date
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Fig. 6. Our measured squared visibility amplitudes of ψPhe (“x” symbols with error bars) together with the (solid black line) spherical PHOENIX
model prediction with model parameters Teff , log g, and mass as derived from spectrophotometry and model evolutionary tracks (Sect. 3.2),
and best fitting θLD value. Shown are also the (dashed-dotted line) plane-parallel PHOENIX model, (dotted line) plane-parallel ATLAS 12 model,
(dashed line) plane-parallel ATLAS 9 model, all with corresponding model parameters and best fitting θLD. As a reference for the strength of the
limb-darkening, the gray lines denote corresponding UD (upper line) and FDD (lower line) model visibility functions. The left panel shows
the full range of the visibility function while the right panel is an enlargement of the low squared visibility amplitudes in the second lobe. All
considered PHOENIX and ATLAS model predictions result in a very similar shape of the visibility function in the 2nd lobe. Our measurements
are significantly different from uniform disk and fully-darkened disk models, and consistent with all considered PHOENIX and ATLAS models.

Table 5. Results for θLD obtained by fits to our interferometric data.
Listed are the model input parameters Teff , log g, and mass M, the
model-specific correction factors CRoss/LD, the fit results for θLD, their
corresponding reduced χ2

ν values, and finally the Rosseland angular
diameter θRoss. The errorσ(θLD) is estimated to be uniformly ± 0.2 mas
for all model fits (see text).

Teff log g M CRoss/LD θLD χ2
ν θRoss

Spherical PHOENIX models:

3550 0.7 1.3 0.9388 8.664 1.80 8.13

3500 0.7 1.3 0.9394 8.663 1.81 8.14
3600 0.7 1.3 0.9381 8.665 1.79 8.13
3550 0.5 1.3 0.9218 8.814 1.79 8.12
3550 1.0 1.3 0.9577 8.504 1.79 8.14
3550 0.7 1.0 0.9302 8.739 1.80 8.13

Plane-parallel PHOENIX model:

3550 0.7 / 1 8.168 1.72 8.17

Plane-parallel ATLAS 12 model:

3550 0.7 / 1 8.191 1.78 8.19

Plane-parallel ATLAS 9 models:

3500 0.5 / 1 8.244 1.74 8.24
3500 1.0 / 1 8.243 1.73 8.24
3750 0.5 / 1 8.227 1.71 8.23
3750 1.0 / 1 8.228 1.71 8.23

otherwise) and FDD (I = µ) model visibility functions are
shown, with diameters θUD and θFDD corresponding to our
favorite PHOENIX model fit. Our measurements differ sig-
nificantly from UD and FDD models, confirming the limb-
darkening effect. All considered PHOENIX and ATLAS model
CLV predictions lead to very similar model visibility functions
up to the 2nd lobe, which are all consistent with our data.
Hence, our data confirm the model-predicted strength of the

limb-darkening effect. Our measured values in the second lobe
of the visibility function seem to lie systematically above the
model predictions by ∼0.5−1σ. It is not yet clear if these small
differences are caused by systematic effects of our data calibra-
tion or by the model structures. The squared visibility ampli-
tudes derived from the siderostat data show a systematic off-
set of about 1σ towards larger values with respect to our best
fitting curves. This is likely caused by possible small system-
atic calibration effects, since the calibration of our high squared
visibility amplitudes in the range ∼0.8−0.95 derived from the
siderostat data was difficult (see Sect. 4.3).

The best fitting Rosseland angular diameters are well
constrained by our measurement. The measurements in the
2nd lobe of the visibility function also constrain the positions
of the 1st minimum and 2nd maximum of the visibility func-
tion, which is a constraint of the diameter. This constraint is
independent of possible small systematic calibration uncertain-
ties of the |V |2 values. The reduced χ2

ν values for the different
considered models do not show significant differences, which is
consistent with the very similar predicted shapes of the model
visibility functions. These similarities are expected since our
measurement is dominated by continuum photons, and the con-
tinuum forming region of the atmosphere is almost compact
(see Fig. 5).

6. Discussion and conclusions

Spherical PHOENIX models We have constructed a spher-
ical hydrostatic PHOENIX model atmosphere for ψPhe in
Sect. 3.2. Here, we confront this model’s prediction for the
CLV by comparing it with our VLTI/VINCI measurement
of the visibility function in the second lobe. We find that
the model predicted shape of the visibility function is con-
sistent with our VLTI/VINCI measurements. Simultaneously,
the Rosseland angular diameter derived from the model and
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Abstract. We present K-band interferometric measurements of the limb-darkened (LD) intensity profile of the M 4 giant
star ψPhoenicis obtained with the Very Large Telescope Interferometer (VLTI) and its commissioning instrument VINCI. High-
precision squared visibility amplitudes in the second lobe of the visibility function were obtained employing two 8.2 m Unit
Telescopes (UTs). This took place one month after light from UTs was first combined for interferometric fringes. In addition,
we sampled the visibility function at small spatial frequencies using the 40 cm test siderostats. Our measurement constrains
the diameter of the star as well as its center-to-limb intensity variation (CLV). We construct a spherical hydrostatic PHOENIX
model atmosphere based on spectrophotometric data from the literature and compare its CLV prediction with our interferometric
measurement. We compare as well CLV predictions by plane-parallel hydrostatic PHOENIX, ATLAS 9, and ATLAS 12models. We
find that the Rosseland angular diameter as predicted by comparison of the spherical PHOENIX model with spectrophotometry is
in good agreement with our interferometric diameter measurement. The shape of our measured visibility function in the second
lobe is consistent with all considered PHOENIX and ATLAS model predictions, and is significantly different to uniform disk (UD)
and fully darkened disk (FDD) models. We derive high-precision fundamental parameters for ψPhe, namely a Rosseland
angular diameter of 8.13 ± 0.2 mas, with the Hipparcos parallax corresponding to a Rosseland linear radius R of 86 ± 3 R�,
and an effective temperature of 3550 ± 50 K, with R corresponding to a luminosity of log L/L� = 3.02 ± 0.06. Together with
evolutionary models, these values are consistent with a mass of 1.3 ± 0.2 M�, and a surface gravity of log g = 0.68 ± 0.11.

Key words. techniques: interferometric – stars: atmospheres – stars: fundamental parameters – stars: late-type

1. Introduction

Stellar atmosphere models predict the spectrum emerging from
every point of a stellar disk. However, model atmospheres are
usually only constrained by comparison to integrated stellar
spectra. Optical interferometry has proven its capability to go
beyond this principal test of the predicted flux, and to probe the
wavelength-dependent center-to-limb intensity variation (CLV)
across the stellar disk. In addition, the measurement of the stel-
lar angular diameter together with the bolometric flux is the
primary measure of the effective temperature, one of the most

Send offprint requests to: M. Wittkowski,
e-mail: mwittkow@eso.org
� Based on public data released from the European Southern

Observatory VLTI obtained from the ESO/ST-ECF Science Archive
Facility. The VLTI was operated with the commissioning instrument
VINCI and the MONA beam combiner.

important parameters for modeling stellar atmospheres and
stellar evolution.

Further tests of stellar atmosphere models by interferomet-
ric observations help to improve the reliability of results in all
areas of astrophysics where such models are used. Cool giants
and AGB stars are of interest for atmosphere modeling since
they allow the study of extended stellar atmospheres and the
stellar mass-loss process. Red giants are also used as probes of
the chemical enrichment history of nearby galaxies through de-
tailed abundance measurements of the calcium infrared triplet
which rely on model atmospheres.

However, the required direct measurements of stellar in-
tensity profiles are among the most challenging programs in
modern optical interferometry. Since more than one resolu-
tion element across the stellar disk is needed to determine sur-
face structure parameters beyond diameters, the long baselines
needed to obtain this resolution also produce very low visi-
bility amplitudes corresponding to vanishing fringe contrasts.
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Fig. 6. Our measured squared visibility amplitudes of ψPhe (“x” symbols with error bars) together with the (solid black line) spherical PHOENIX
model prediction with model parameters Teff , log g, and mass as derived from spectrophotometry and model evolutionary tracks (Sect. 3.2),
and best fitting θLD value. Shown are also the (dashed-dotted line) plane-parallel PHOENIX model, (dotted line) plane-parallel ATLAS 12 model,
(dashed line) plane-parallel ATLAS 9 model, all with corresponding model parameters and best fitting θLD. As a reference for the strength of the
limb-darkening, the gray lines denote corresponding UD (upper line) and FDD (lower line) model visibility functions. The left panel shows
the full range of the visibility function while the right panel is an enlargement of the low squared visibility amplitudes in the second lobe. All
considered PHOENIX and ATLAS model predictions result in a very similar shape of the visibility function in the 2nd lobe. Our measurements
are significantly different from uniform disk and fully-darkened disk models, and consistent with all considered PHOENIX and ATLAS models.

Table 5. Results for θLD obtained by fits to our interferometric data.
Listed are the model input parameters Teff , log g, and mass M, the
model-specific correction factors CRoss/LD, the fit results for θLD, their
corresponding reduced χ2

ν values, and finally the Rosseland angular
diameter θRoss. The errorσ(θLD) is estimated to be uniformly ± 0.2 mas
for all model fits (see text).

Teff log g M CRoss/LD θLD χ2
ν θRoss

Spherical PHOENIX models:

3550 0.7 1.3 0.9388 8.664 1.80 8.13

3500 0.7 1.3 0.9394 8.663 1.81 8.14
3600 0.7 1.3 0.9381 8.665 1.79 8.13
3550 0.5 1.3 0.9218 8.814 1.79 8.12
3550 1.0 1.3 0.9577 8.504 1.79 8.14
3550 0.7 1.0 0.9302 8.739 1.80 8.13

Plane-parallel PHOENIX model:

3550 0.7 / 1 8.168 1.72 8.17

Plane-parallel ATLAS 12 model:

3550 0.7 / 1 8.191 1.78 8.19

Plane-parallel ATLAS 9 models:

3500 0.5 / 1 8.244 1.74 8.24
3500 1.0 / 1 8.243 1.73 8.24
3750 0.5 / 1 8.227 1.71 8.23
3750 1.0 / 1 8.228 1.71 8.23

otherwise) and FDD (I = µ) model visibility functions are
shown, with diameters θUD and θFDD corresponding to our
favorite PHOENIX model fit. Our measurements differ sig-
nificantly from UD and FDD models, confirming the limb-
darkening effect. All considered PHOENIX and ATLAS model
CLV predictions lead to very similar model visibility functions
up to the 2nd lobe, which are all consistent with our data.
Hence, our data confirm the model-predicted strength of the

limb-darkening effect. Our measured values in the second lobe
of the visibility function seem to lie systematically above the
model predictions by ∼0.5−1σ. It is not yet clear if these small
differences are caused by systematic effects of our data calibra-
tion or by the model structures. The squared visibility ampli-
tudes derived from the siderostat data show a systematic off-
set of about 1σ towards larger values with respect to our best
fitting curves. This is likely caused by possible small system-
atic calibration effects, since the calibration of our high squared
visibility amplitudes in the range ∼0.8−0.95 derived from the
siderostat data was difficult (see Sect. 4.3).

The best fitting Rosseland angular diameters are well
constrained by our measurement. The measurements in the
2nd lobe of the visibility function also constrain the positions
of the 1st minimum and 2nd maximum of the visibility func-
tion, which is a constraint of the diameter. This constraint is
independent of possible small systematic calibration uncertain-
ties of the |V |2 values. The reduced χ2

ν values for the different
considered models do not show significant differences, which is
consistent with the very similar predicted shapes of the model
visibility functions. These similarities are expected since our
measurement is dominated by continuum photons, and the con-
tinuum forming region of the atmosphere is almost compact
(see Fig. 5).

6. Discussion and conclusions

Spherical PHOENIX models We have constructed a spher-
ical hydrostatic PHOENIX model atmosphere for ψPhe in
Sect. 3.2. Here, we confront this model’s prediction for the
CLV by comparing it with our VLTI/VINCI measurement
of the visibility function in the second lobe. We find that
the model predicted shape of the visibility function is con-
sistent with our VLTI/VINCI measurements. Simultaneously,
the Rosseland angular diameter derived from the model and
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Fig. 6. Our measured squared visibility amplitudes of ψPhe (“x” symbols with error bars) together with the (solid black line) spherical PHOENIX
model prediction with model parameters Teff , log g, and mass as derived from spectrophotometry and model evolutionary tracks (Sect. 3.2),
and best fitting θLD value. Shown are also the (dashed-dotted line) plane-parallel PHOENIX model, (dotted line) plane-parallel ATLAS 12 model,
(dashed line) plane-parallel ATLAS 9 model, all with corresponding model parameters and best fitting θLD. As a reference for the strength of the
limb-darkening, the gray lines denote corresponding UD (upper line) and FDD (lower line) model visibility functions. The left panel shows
the full range of the visibility function while the right panel is an enlargement of the low squared visibility amplitudes in the second lobe. All
considered PHOENIX and ATLAS model predictions result in a very similar shape of the visibility function in the 2nd lobe. Our measurements
are significantly different from uniform disk and fully-darkened disk models, and consistent with all considered PHOENIX and ATLAS models.

Table 5. Results for θLD obtained by fits to our interferometric data.
Listed are the model input parameters Teff , log g, and mass M, the
model-specific correction factors CRoss/LD, the fit results for θLD, their
corresponding reduced χ2

ν values, and finally the Rosseland angular
diameter θRoss. The errorσ(θLD) is estimated to be uniformly ± 0.2 mas
for all model fits (see text).

Teff log g M CRoss/LD θLD χ2
ν θRoss

Spherical PHOENIX models:

3550 0.7 1.3 0.9388 8.664 1.80 8.13

3500 0.7 1.3 0.9394 8.663 1.81 8.14
3600 0.7 1.3 0.9381 8.665 1.79 8.13
3550 0.5 1.3 0.9218 8.814 1.79 8.12
3550 1.0 1.3 0.9577 8.504 1.79 8.14
3550 0.7 1.0 0.9302 8.739 1.80 8.13

Plane-parallel PHOENIX model:

3550 0.7 / 1 8.168 1.72 8.17

Plane-parallel ATLAS 12 model:

3550 0.7 / 1 8.191 1.78 8.19

Plane-parallel ATLAS 9 models:

3500 0.5 / 1 8.244 1.74 8.24
3500 1.0 / 1 8.243 1.73 8.24
3750 0.5 / 1 8.227 1.71 8.23
3750 1.0 / 1 8.228 1.71 8.23

otherwise) and FDD (I = µ) model visibility functions are
shown, with diameters θUD and θFDD corresponding to our
favorite PHOENIX model fit. Our measurements differ sig-
nificantly from UD and FDD models, confirming the limb-
darkening effect. All considered PHOENIX and ATLAS model
CLV predictions lead to very similar model visibility functions
up to the 2nd lobe, which are all consistent with our data.
Hence, our data confirm the model-predicted strength of the

limb-darkening effect. Our measured values in the second lobe
of the visibility function seem to lie systematically above the
model predictions by ∼0.5−1σ. It is not yet clear if these small
differences are caused by systematic effects of our data calibra-
tion or by the model structures. The squared visibility ampli-
tudes derived from the siderostat data show a systematic off-
set of about 1σ towards larger values with respect to our best
fitting curves. This is likely caused by possible small system-
atic calibration effects, since the calibration of our high squared
visibility amplitudes in the range ∼0.8−0.95 derived from the
siderostat data was difficult (see Sect. 4.3).

The best fitting Rosseland angular diameters are well
constrained by our measurement. The measurements in the
2nd lobe of the visibility function also constrain the positions
of the 1st minimum and 2nd maximum of the visibility func-
tion, which is a constraint of the diameter. This constraint is
independent of possible small systematic calibration uncertain-
ties of the |V |2 values. The reduced χ2

ν values for the different
considered models do not show significant differences, which is
consistent with the very similar predicted shapes of the model
visibility functions. These similarities are expected since our
measurement is dominated by continuum photons, and the con-
tinuum forming region of the atmosphere is almost compact
(see Fig. 5).

6. Discussion and conclusions

Spherical PHOENIX models We have constructed a spher-
ical hydrostatic PHOENIX model atmosphere for ψPhe in
Sect. 3.2. Here, we confront this model’s prediction for the
CLV by comparing it with our VLTI/VINCI measurement
of the visibility function in the second lobe. We find that
the model predicted shape of the visibility function is con-
sistent with our VLTI/VINCI measurements. Simultaneously,
the Rosseland angular diameter derived from the model and
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ABSTRACT

Context. Optical interferometry allows a measurement of the intensity profile across a stellar disc, leading to a direct test and calibra-
tion of theoretical model atmospheres as well as to a precise determination of fundamental stellar parameters.
Aims. We present a comparison of the visual and near-infrared intensity profile of the M0 giant γ Sagittae to plane-parallel ATLAS 9
as well as to plane-parallel and spherical PHOENIX model atmospheres.
Methods. We use previously described visual interferometric data obtained with the Navy Prototype Optical Interferometer (NPOI)
in July 2000. We apply the recently developed technique of coherent integration, and thereby obtain visibility data of more spectral
channels (526–852 nm) and with higher precision than before. In addition, we employ new measurements of the near-infrared K-band
(∼2200 nm) diameter of γ Sagittae obtained with the instrument VINCI at the ESO VLT Interferometer (VLTI) in 2002.
Results. The spherical PHOENIX model leads to a precise definition of the Rosseland angular diameter and a consistent high-precision
diameter value for our NPOI and VLTI/VINCI data sets of ΘRoss = 6.06 ± 0.02 mas, with the Hipparcos parallax corresponding to
RRoss = 55 ± 4 R�, and with the bolometric flux corresponding to an effective temperature Teff = 3805 ± 55 K. Our visual visibility
data close to the first minimum and in the second lobe constrain the limb-darkening effect and are generally consistent with the model
atmosphere predictions. The visual closure phases exhibit a smooth transition between 0 and π.
Conclusions. The agreement between the NPOI and VINCI diameter values increases the confidence in the model atmosphere pre-
dictions from optical to near-infrared wavelengths as well as in the calibration and accuracy of both interferometric facilities. The
consistent night-by-night diameter values of VINCI give additional confidence in the given uncertainties. The closure phases suggest
a slight deviation from circular symmetry, which may be due to surface features, an asymmetric extended layer, or a faint unknown
companion.

Key words. techniques: interferometric – stars: late-type – stars: AGB and post-AGB – stars: fundamental parameters –
stars: atmospheres – stars: individual: γ Sagittae

1. Introduction

Cool giants on the red giant branch (RGB) and asymptotic gi-
ant branch (AGB) are very luminous and extended, have a low
surface temperature, and their atmospheres can thus be rich in
molecules. Cool giants are the most important source of dust for-
mation and its delivery to the interstellar medium. The detailed
structure of their extended atmospheres, including the effects
from circumstellar molecular and dust layers, are still a matter
of investigation and debate (cf., e.g. Scholz 1985, 1998, 2001;
Perrin et al. 2004; Ohnaka 2004a; Ireland & Scholz 2006).

� Based on data obtained with the Navy Prototype Optical
Interferometer (NPOI). The NPOI is a joint project of the Naval
Research Laboratory and the United States Naval Observatory in coop-
eration with Lowell Observatory, and is funded by the Office of Naval
Research and the Oceanographer of the Navy.
�� Based on public commissioning data released by the Paranal
Observatory, Chile, and received via the ESO/ST-ECF Science Archive
Facility.

Theoretical atmosphere models predict in general the spec-
trum emerging from every point of a stellar disc. Optical in-
terferometry provides the strongest observational constraint of
this prediction by resolving the stellar disc. In addition, the con-
straints on the intensity profiles allow us to find meaningful def-
initions of the stellar radius and its precise measurement.

For regular cool non-pulsating giants, the centre-to-limb
variation (CLV) is mainly characterised by the limb-darkening
effect, which is an effect of the vertical temperature profile
of the stellar atmosphere. The strength of the limb-darkening
can be probed by optical interferometry in two ways (cf., e.g.
Hanbury Brown et al. 1974; Quirrenbach et al. 1996; Burns
et al. 1997; Hajian et al. 1998; Wittkowski et al. 2001, 2004;
Aufdenberg et al. 2005): (1) by measuring variations of an equiv-
alent uniform disc diameter (i.e. the uniform disc that has the
same integral flux as the true intensity profile) as a function of
wavelength, and (2) by directly constraining the star’s intensity
profile in the second and higher lobes of the visibility function
at one or several bandpasses.
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Table 3. Details of our VLTI/VINCI observations of γ Sagittae (date
and time of observation, spatial frequency, azimuth angle of the pro-
jected baseline (E of N)), together with the measured squared visibil-
ity amplitudes and their errors. The last column denotes the number
of successfully processed interferograms for each series. The effective
wavelength for our γ Sagittae observations is ∼ 2.19 µm. For each date
of observation, we list the equivalent uniform disc (UD) diameter ob-
tained from only the data of the specific night. Using all data together,
we obtain an equivalent UD diameter of ΘUD = 5.93± 0.02 mas, or an
equivalent FDD diameter of ΘFDD = 6.69 ± 0.02mas.

UT Sp. freq az V2 σV2 #
[1/′′] [deg]
28 June 2002, ΘUD = 5.91 ± 0.03mas

05:16:57 131.14 136.63 1.825e-01 8.074e-03 161
05:22:40 130.08 136.65 1.828e-01 8.852e-03 152
05:32:34 128.15 136.73 2.077e-01 7.578e-03 172
06:44:22 111.69 139.42 3.112e-01 1.079e-02 80

8 July 2002, ΘUD = 5.89 ± 0.04mas
05:12:10 124.21 137.05 2.241e-01 7.199e-03 397
05:20:13 122.44 137.27 2.426e-01 7.846e-03 418

11 July 2002, ΘUD = 5.98 ± 0.04mas
03:06:45 142.16 138.28 1.064e-01 1.256e-02 55
05:29:49 117.47 138.08 2.495e-01 8.775e-03 69
05:34:22 116.38 138.31 2.660e-01 9.929e-03 207
05:40:41 114.83 138.64 2.878e-01 8.524e-03 297
05:47:01 113.25 139.02 2.977e-01 1.228e-02 198

15 July 2002, ΘUD = 5.94 ± 0.05mas
04:22:40 128.76 136.70 1.926e-01 6.824e-03 90
04:41:27 124.90 136.98 2.223e-01 1.315e-02 139

8 August 2002, ΘUD = 5.92 ± 0.03mas
03:05:49 125.17 136.95 2.179e-01 7.678e-03 469
03:12:20 123.77 137.10 2.244e-01 9.005e-03 436
03:18:34 122.39 137.27 2.309e-01 7.979e-03 468
03:24:34 121.03 137.47 2.471e-01 1.901e-02 178
04:13:56 108.94 140.21 3.376e-01 1.212e-02 423

12 September 2002, ΘUD = 5.99 ± 0.11mas
01:26:22 116.44 138.29 2.607e-01 1.547e-02 190
01:47:17 111.24 139.54 3.407e-01 4.631e-02 105

18 September 2002, ΘUD = 5.88 ± 0.05mas
00:32:53 123.38 137.15 2.347e-01 1.081e-02 428
00:40:53 121.59 137.39 2.393e-01 1.177e-02 407
00:47:14 120.14 137.61 2.667e-01 1.751e-02 210

Table 4. Fit results of our VINCI data to UD and FDD models.

Model Diameter χ2ν
UD ΘUD = 5.93 ± 0.02mas 0.63
FDD ΘFDD = 6.69 ± 0.02mas 0.63

parameters listed in Table 4. Since our VINCI data cover only
one bandpass and only data of the first lobe of the visibility
function, it is -contrary to our NPOI data- not feasible to con-
strain the limb-darkening effect solely based on these VINCI
data. This is also reflected by equal χ2ν values obtained for UD
and FDD models as well as by the virtually identical model
visibility curves in Fig. 8.
The increased equivalent UD diameter with respect to the

shorter NPOI wavelengths is consistent with the general trend
of decreasing strength of the limb-darkening effect with in-
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Fig. 8. Measured γ Sagittae squared visibility amplitudes obtained
with VLTI/VINCI in June to September 2002, together with the syn-
thetic visibility curves of the best fitting models.

creasing wavelength. A detailed comparison of our data to
model atmospheres follows below in Sect. 4.

Analysis of calibration uncertainties In order to test and ver-
ify the calibration uncertainties that are used in our analysis,
we investigate the night-to-night variation of the obtained di-
ameter values. All derived single nights’ diameter values and
uncertainties are consistent within 1.3σwith the value obtained
from all data together (5.93mas) as well as with the weighted
mean of the single nights’ values (5.92mas).
This confirms that our diameter value is reliable and that

our estimate of uncertainties is realistic. The obtained high-
precision (0.3%) UD and FDD diameter values of ΘUD =
5.93 ± 0.02mas and ΘFDD = 6.69 ± 0.02mas can thus be used
without further uncertainties.
Additional possible systematic errors that are constant over

time scales larger than covered by our analysis, i.e. about 2
months, can not be ruled out. Such systematic errors could in
principle be related to the calibration of the interferometric ar-
ray and the instrument, such as the calibration of the baseline
length or the effective wavelength. Such uncertainties are not
expected to represent a considerable source of error.

4. Comparison to predictions by model
atmospheres

4.1. Employed model atmospheres
We compare our measured visibility data to predictions by the-
oretical model atmospheres in order to calibrate and test these
models, and to derive fundamental stellar parameters of γ Sge.
We use plane-parallel ATLAS9 (Kurucz 1993) as well as

plane-parallel and spherical PHOENIX (Hauschildt et al. 1999)
model atmospheres to calculate synthetic visibility data, as
done in Papers I&II. We refer to the descriptions in Papers
I&II for more details on the employed model atmosphere files
and their use. Differences between ATLAS9 and PHOENIXmod-
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Fig. 5. As Fig. 3, but showing the squared visibility amplitudes on the NPOI CE baseline.
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Fig. 6. As Fig. 3, but showing the NPOI triple amplitudes.

Table 1. Fit results of our NPOI data to models of a uniform disc
(UD) and a fully darkened (FDD) disc. The formal errors of the di-
ameter values are ∼ 0.01mas, additional calibration uncertainties are
∼ 0.06mas, total errors thus ∼ 0.06mas.

Model Diameter Parameter α χ2ν
UD ΘUD = 5.64mas α = 0 11.0
FDD ΘFDD = 6.59mas α = 1 5.6

3. VLTI/VINCI measurements

3.1. VLTI/VINCI observations
The near-infrared K-band interferometric data of γ Sagittae
were obtained with the ESO Very Large Telescope

Interferometer (VLTI, Glindemann et al. 2003), the instrument
VINCI (Kervella et al. 2003), and the two VLTI test siderostats
on June 28, July 8, July 11, July 15, August 8, September 12,
and September 18, 2002. These data are public commission-
ing data released from the VLTI1. The VLTI stations E0 and
G1 forming a ground baseline length of 66m were used for
all our observations. The observations were repeated during
7 different nights spread over more than 2 months in order to
compute the night-to-night variation of the obtained diameter
and thereby to estimate the calibration uncertainty caused by
different atmospheric and possibly instrumental conditions. All

1 http://www.eso.org/projects/vlti/instru/vinci/vinci data sets.html
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Table 5. Results for the fit of ATLAS 9 and PHOENIX model atmospheres to our interferometric VLTI/VINCI and NPOI data sets of γ Sagittae.

Model atmosphere NPOI (526 nm to 852 nm) VLTI/VINCI (2190 nm)
ATLAS 9, plane-parallel, Teff = 3750 K, log g=1.0 ΘLD = 6.18 ± 0.06mas ΘLD = 6.05 ± 0.02mas

χ2ν = 2.2 χ2ν = 0.6

PHOENIX, plane-parallel, Teff = 3750 K, log g = 1.0 ΘLD = 6.11 ± 0.06mas ΘLD = 6.05 ± 0.02mas
χ2ν = 2.3 χ2ν = 0.6

PHOENIX, spherical, Teff = 3750 K, log g = 1.0, M = 1.3M� ΘLD = 6.30 ± 0.06mas ΘLD = 6.30 ± 0.02mas
χ2ν = 2.4 χ2ν = 0.6

ΘRoss = 6.02 ± 0.06mas ΘRoss = 6.02 ± 0.02mas

ter. The shallower temperature gradient of the plane-parallel
PHOENIXmodel leads to a better agreement between the NPOI
and VLTI/VINCI diameters (≈ 1σ difference).

Finally, the spherical PHOENIX model leads to a Rosseland
angular diameter of ΘRoss = 6.02mas for both the NPOI and
VLTI/VINCI data. The different and larger best-fit diameters
for the two datasets for plane-parallel PHOENIX model ap-
pears to be due to model geometry. The agreement of NPOI
and VLTI/VINCI data sets gives confidence in both, the atmo-
sphere models and the accuracy of the results from NPOI and
VLTI/VINCI.

Shape of the visibility function The measured and model-
predicted visibility functions are generally consistent.
However, the obtained reduced χ2ν values for the NPOI data
between 2.2 and 2.4 are above unity, as would be expected
for a perfect match. This indicates differences at the 2σ level
between observed visibility data and the model predictions.

These differences are most evident in (1) a lower second
maximum of the measured visibility function with respect to
the model prediction on the EW baseline (Fig. 3), and (2) a
flattened measured visibility function with respect to the model
predictions at the blue end on the CW baseline (Fig. 4). It is
not yet clear if and by how far these deviations of measured
and synthetic visibility functions indicate different details of
the limb-darkening effect at visual spectral channels, or if they
are caused by additional calibration uncertainties that are not
included in the error bars. In particular the flattening of the
measured visibility function at the bluest spectral channels on
the CW baseline can most likely be explained by additional
calibration uncertainties of our NPOI data, as the instrumental
transfer function for these data exhibits a drop which may not
be fully compensated.

At optical wavelengths including all our NPOI spectral
channels, TiO absorption bands are very important for the mod-
elling of atmospheres of cool giants. It has been shown that the
use of different line list combinations of TiO and H2O leads
to significantly different model structures and spectra, in par-
ticular in the optical where TiO bands are important (Allard
et al. 2000). A possible explanation for differences between
our visibility data and the model predictions could thus also
be mismatching opacity tables for the TiO bands and/or a mis-

matching spatial structure of the layers where TiO molecules
reside.
The obtained diameter values in Tab. 5 are not affected by

these observed discrepancies of the details of measured and
model-predicted visibility function since the best-fitting diam-
eter for any given model file is mostly constrained by the posi-
tion of the first minimum and the global shape of the visibility
curve.
It is remarkable that the ATLAS9 and PHOENIXmodels with

parameters listed in Tab. 5 lead to measurable differences of the
predicted visibility values for the visual spectral channels of
NPOI (Figs. 3-6). Similarly different models lead to identical
visibility predictions for the (broad) K-band even in the second
lobe as shown in Paper II. This illustrates that the use of nar-
rower spectral channels and the use of the visual wavelength
range provide stronger constraints on the limb-darkening effect
than observations in the broad K-band.

Model atmosphere fluxes Fig. 9 shows the measured flux of
γ Sge from Alekseeva et al. 1997 in the wavelength range from
0.4-1.0µm, i.e. covering the NPOI range used in this paper.
Also shown are the predictions by the model atmospheres with
parameters listed in Tab. 5. The limb-darkened 0% diameter
valuesΘLD derived from the fit to the interferometric data were
used to scale the model SEDs. The spectral resolution of the
model SEDs is convolved to the resolution of the data used,
i.e. to 10 nm. The model-predicted flux curves based on the
three considered models are well consistent with the general
shape of the measured flux, while the detailed description of the
spectral bands and features differs between the different models
and the measured values. These differences can most likely be
explained by the treatment of TiO absorption lines which are
important for the visual wavelength range and difficult to model
(Allard et al. 2000), as mentioned in the paragraph above.

Deviations from circular symmetry Differences between data
and models are also observed for the closure phases (Fig. 7).
The observed smooth variation of the closure phases from 0
to π instead of the expected instantaneous flip may indicate
a small deviation from spherical symmetry as already men-
tioned in Paper I. As our maximum spatial resolution reaches
2.7mas, and the stellar disc has a size of ΘRoss = 6.02mas,
the stellar disc is well resolved with 2.2 resolution elements

All atmosphere models have: Teff = 3750 K, log(g) = 1.0
but different geometries
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Table 4. limb-darkening I(λ, µ) for various wavelengths over the JHK range.

λ (µm) / µ 0.0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1.0
1.050 0.4434 0.5745 0.6453 0.7069 0.7605 0.8087 0.8527 0.8932 0.9311 0.9667 1.0000
1.270 0.4646 0.6017 0.6738 0.7347 0.7860 0.8310 0.8711 0.9074 0.9406 0.9715 1.0000
1.650 0.4838 0.6752 0.7487 0.8039 0.8462 0.8812 0.9110 0.9369 0.9601 0.9811 1.0000
2.000 0.5442 0.7063 0.7707 0.8202 0.8585 0.8905 0.9178 0.9417 0.9630 0.9825 1.0000
2.200 0.5729 0.7220 0.7817 0.8283 0.8646 0.8950 0.9211 0.9439 0.9645 0.9831 1.0000
2.400 0.5968 0.7353 0.7912 0.8352 0.8698 0.8988 0.9239 0.9458 0.9656 0.9836 1.0000

Fig. 2. Snapshot of the disk-center (µ = 1) intensity emerging at the
stellar surface at a representative time.

checked for solar line formations (e.g. Asplund et al. 2000b,c,
2004), helioseismology (e.g. Rosenthal et al. 1999), and also
for stellar line formations (e.g. Allende-Prieto et al. 2002).

The adopted atmospheric parameters are those of Morel
et al. (2000), i.e. Teff = 5260 K, log g = 4.51 and
[Fe/H] = +0.2. The simulation was run for a few hours of stel-
lar time that covered several convective turn-over times. The
result is a 3D, time-dependent box representing the stellar sur-
face. A snapshot of the disk-center surface intensity is repre-
sented in Fig. 2. The structure of our model is similar to the one
obtained by Nordlund & Dravins (1990) but is even more real-
istic, since the present version of the code solves compressible
equations of hydrodynamics and uses more grid-points, which
allows a better treatment of the turbulence.

3.2. 3D limb-darkening

The monochromatic surface intensity was computed for var-
ious latitudinal µ and longitudinal ϕ directions at the stellar
surface. The limb-darkening Iλ(µ) was obtained by horizon-
tal (x, y), longitudinal and time averages of the surface in-
tensity. For the time average, we considered a sequence of
2 hours of stellar time. The results are plotted in Fig. 3 for
the two extreme wavelengths of our spectral domain, 1.0 and
2.4 µm. For comparison, we overplot limb-darkening obtained
from a 1D ATLAS9 model for the same wavelengths and

for the same stellar fundamental parameters. It appears that
3D RHD produces a less significant center-to-limb variation
than a 1D static model. The departure from a 1D model in-
creases with decreasing wavelengths. Such behavior was also
found by Allende Prieto et al. (2002) for Procyon. However,
in the case of α Cen B, the departure from 1D to 3D limb-
darkening is smaller, as a consequence of a less efficient con-
vection in K dwarfs as compared to F stars.

The reason the emergent intensity differs between 1D and
3D models is that the properties of the superadiabatic and sur-
face convective layers cannot be described well by the mixing
length formalism, whatever parameter we choose. The temper-
ature inhomogeneities (granulation) together with the strong
sensitivity of the opacity (H−) to the temperature make the
warm ascending flows more opaque than they would be for a
homogeneous 1D model. This purely 3D effect, added to the
contribution of the turbulent pressure, pushes the location of
the surface to lower densities. The temperature gradient in these
regions is steeper than in the 1D case (see Nordlund & Dravins
1990). Since the continuum is formed in these layers, the emer-
gent intensity is different.

The correction due to 3D simulations (a few percents)
is small but not negligible with respect to the precision ob-
tained by the new generation of interferometric instruments
like VINCI or AMBER. This improvement is essential for de-
riving an accurate angular diameter of the star. We report our
limb-darkening predictions in Table 4 for a series of contin-
uum wavelengths between 1.0 and 2.4µm, corresponding to the
JHK range accessible to the AMBER instrument.

4. Visibility model and angular diameter
of αCen B

In this section, we describe the application of our 3D limb-
darkening models to the interpretation of the VINCI measure-
ments of αCen B.

4.1. Limb-darkened disk visibility model

In the simple case of a centro-symmetric star such as αCen B,
the visibility function measured using a broadband inter-
ferometric instrument such as VINCI is defined by three
wavelength-dependent functions:

1. The spectral energy distribution S (λ) of the star, ex-
pressed in terms of photons (VINCI uses a photon counting
detector).

L. Bigot et al.: The limb darkening of αCen B 641

Fig. 5. Close-up views of the squared visibilities of αCen B in the lower part of the first lobe (left panel) and the second lobe (right panel).
The continuous line represents the broadband, limb darkened disk visibility model derived from the 3D RHD with θ3D = 6.000 mas. The
dashed lines correspond to results obtained from the 1D ATLAS model with θ1D = 6.017 mas. The upper dotted curve is a UD model with
θUD = 5.881 mas.

compared with VINCI. There will be two major advantages
with AMBER:

– It will provide a wavelength dependence of the visibility
([1.9−2.4] µm) therefore allowing differential studies of
limb-darkening as a function of wavelength.

– AMBER can simultaneously combine the light from three
telescopes and therefore measure the closure phase. This
gives an advantage to determining the angular size of the
star when observing in the minima of the visibility function.

These improvements will lead to better constrained angular di-
ameters of αCen A and B and, therefore, to high precision mea-
surement of the ratio of the linear radii of A and B, independent
of the parallax.
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ABSTRACT

For the nearby dwarf star αCen B (K1 V), we present limb-darkening predictions from a 3D hydrodynamical radiative transfer model of its
atmosphere. We first compared the results of this model to a standard Kurucz’s atmosphere. Then we used both predictions to fit the new
interferometric visibility measurements of αCen B obtained with the VINCI instrument of the VLT Interferometer. Part of these new visibility
measurements were obtained in the second lobe of the visibility function, which is sensitive to stellar limb-darkening. The best agreement is
found for the 3D atmosphere limb-darkening model and a limb-darkened angular diameter of θ3D = 6.000 ± 0.021 mas, corresponding to a
linear radius of 0.863 ± 0.003 R� (assuming π = 747.1 ± 1.2 mas). Our new linear radius agrees well with the asteroseismic value predicted
by Thévenin et al. (2002, A&A, 392, L9). In view of future observations of this star with the VLTI/AMBER instrument, we also present
limb-darkening predictions in the J, H, and K bands.

Key words. instrumentation: interferometers – stars: atmospheres

1. Introduction

Limb-darkening (hereafter LD) is a well-known effect in stel-
lar physics. Its manifestation is a non-uniform brightness of the
disk, whose edges appear fainter than the center. This effect oc-
curs because of the decrease in the source function outwards in
the atmosphere. The disk center then shows deeper and warmer
layers, whereas the edges show higher and cooler material. This
means that analysis of the intensity Iλ(µ) at different latitudinal
angles µ = cos θ provides information on the temperature vari-
ation with depth in the external layers of the star. This is there-
fore an excellent constraint for testing atmospheric models, to
validate or invalidate assumptions used to derive these mod-
els (like NLTE/LTE), and to provide suggestions for improving
the input physics (equation-of-state and/or opacities in partic-
ular). The center-to-limb variation of the Sun has been known
for many years and been measured for numerous µ and λ (e.g.
Pierce & Slaughter 1977; Neckel & Labs 1994; Hestroffer &
Magnan 1998) leading to a plethora of theoretical works that
have improved our knowledge of the external layers of the Sun.

Traditionally, analysis of solar and stellar LD is made by
adopting an approximated law for Iλ(µ), generally a polyno-
mial expansion in µ that are either linear or non-linear (see
e.g. Claret 2000, for recent developments) and with coeffi-
cients determined from 1D atmospheric models, like ATLAS

(Kurucz 1992) or Phoenix (Hauschildt 1999). However, in spite
of the detailed physics included in these codes, their 1D na-
ture is a limitation for deriving realistic emergent intensities.
Indeed, these codes contain free parameters, like the well-
known mixing length parameter, which are injected artificially
in order to reproduce the properties of the turbulent convec-
tion at the stellar surface. As a consequence, the comparison
between these 1D models and observations depends on the in-
put parameters, which thereby creates an important source of
uncertainties. Moreover, convection is by nature a 3D process.
Its manifestation is the presence of bright granules and dark
intergranular lanes. Reducing it to a 1D process, i.e. ignoring
horizontal flows and temperature inhomogeneities, changes the
pressure scale height, the location of the surface, and there-
fore also the emergent intensity (see e.g. Allende-Prieto et al.
2004; and Asplund et al. 2000a, for a comparison of multi-
dimensional simulations).

The precise measurements of the center-to-limb variation
achieved nowadays require realistic stellar atmospheric models
that take all the complexity of the stellar surface into account,
and motivates the use of the new generation of 3D radiative
hydrodynamical (hereafter RHD) simulations.

In this paper we propose a study of αCen B (HD128621),
a nearby K1V dwarf star. It is part of a visual triple star
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Fig. 3. Normalized monochromatic center-to-limb variation Iλ(µ)/Iλ(1) of the surface intensity obtained by 3D RHD simulations of α Cen B
as a function of µ for two different wavelengths: 1 µm (left panel) and 2.4 µm (right panel), which correspond to the extreme limits of the
spectral domain we have considered in this paper. The solid lines represent the 3D RHD limb-darkening, whereas the dashed lines represent
limb darkening derived from 1D ATLAS atmospheric models. In both case, the symbols � represent the values extracted from both 1D (white)
and 3D (black) simulations.

2. The wavelength-dependent intensity profile of the star:
I(λ, µ)/I(λ, 1).

3. The spectral transmission T (λ) of the instrument, including
the atmosphere, all optical elements and the detector quan-
tum efficiency.

Out of these three functions, T (λ) is known from the concep-
tion of the instrument, as well as from calibrations obtained on
the sky (see Kervella et al. 2003b, for details). The spectral en-
ergy distribution of the star S (λ) can be measured directly using
a spectrograph or taken from atmospheric numerical models.

From the 3D RHD simulations presented in Sect. 3, we ob-
tained intensity profiles for ten distinct wavelengths over the
K band (chosen in the continuum). For each of these pro-
files, ten values of µ were computed. The resulting 10 × 10
element 2D table I(λ, µ)/I(λ, 1) was then interpolated to a
larger 60 × 50 element table, with a 10 nm step in wavelength
(over the 1.90−2.50µm range) and a 0.02 step in µ. This in-
terpolation preserves the smooth shape of the intensity pro-
file function well. This procedure was also used to build the
I(λ, µ)/I(λ, 1) table based on the 1D Kurucz model. The origi-
nal sample (10 × 20) was interpolated to the same final grid as
the 3D model.

We can derive the monochromatic visibility law Vλ(B, θ)
from the monochromatic intensity profile I(λ, µ) using the
Hankel integral:

Vλ(B, θ) =
1
A

� 1

0
I(λ, µ)J0

�

π B θLD

λ

�

1 − µ2

�

µ dµ, (1)

where B is the baseline (in meters), θ the limb darkened an-
gular diameter (in radians), J0 the zeroth order of the Bessel
function, λ the wavelength (in meters), µ = cos θ the cosine of
the azimuth of a surface element of the star, and A the normal-
ization factor:

A =
� 1

0
I(λ, µ) µ dµ. (2)

To obtain the visibility function observed by VINCI in broad-
band, we have to integrate this function taking the transmission
of the instrument and the spectral energy distribution of the star
into account:

VK(B, θ) =

�

K
[Vλ(B, θ) T (λ) S (λ)]2 λ2 dλ
�

K
[T (λ) S (λ)]2 λ2 dλ

· (3)

Note the λ2 term that is necessary, as the actual integration
of the squared visibility by VINCI over the K band is done
in the Fourier conjugate space of the optical path difference
(expressed in meters), and is therefore done in wavenumber
σ = 1/λ. This corrective term ensures that the integration of
the star’s spectrum is done precisely in the same way as in the
instrument.

This formulation is very general, as it does not make any
particular assumption about the spectrum of the star or about
the wavelength dependence of its intensity profile I(λ, µ).

4.2. Fit of the interferometric data and angular
diameter of αCen B

Considering the model discussed in Sect. 4.1, we now derive
the limb-darkened angular diameter θLD of αCen B. It is ob-
tained by a standard χ2 analysis of the data. We define the re-
duced χ2 of our fit by

χ2
red =

1
N − n

N
�

i=1

⎛

⎜

⎜

⎜

⎜

⎝

V2
i − V2

model

σi

⎞

⎟

⎟

⎟

⎟

⎠

2

, (4)

where n is the number of variables (n = 1 for our fit), N the
total number of measurements, i the index of a particular mea-
surement, and σi the standard deviation of the measurement
with index i.

The χ2 minimization was computed for three center-to-limb
models: uniform disk (UD), 1D ATLAS, and 3D RHD. In each
case, the broadband square visibility curve V2

K(B, θ) is shown in
Figs. 4 and 5. In addition to the purely statistical error, we must

Bigot et al. (2006) A&A, 446, 635

3-D Radiative Hydrodynamic vs. 1-D Center-to-Limb Variations

•  Limb darkening weaker at longer wavelengths

•  3D RHD models less limb darkened than (standard) 1-D models
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ABSTRACT

Wehave fit synthetic visibilities from three-dimensional (CO5BOLD+PHOENIX) and one-dimensional (PHOENIX,
ATLAS 12) model stellar atmospheres of Procyon (F5 IV) to high-precision interferometric data from the VLT
Interferometer (K band) and from the Mark III interferometer (500 and 800 nm). These data sets provide a test of
theoretical wavelength-dependent limb-darkening predictions. The work of Allende Prieto et al. has shown that the
temperature structure from a spatially and temporally averaged three-dimensional hydrodynamic model produces
significantly less limb darkening at 500 nm relative to the temperature structure of a one-dimensional MARCSmodel
atmosphere with a standard mixing-length approximation for convection. Our direct fits to the interferometric data
confirm this prediction. A one-dimensional ATLAS 12 model with ‘‘approximate overshooting’’ provides the re-
quired temperature gradient. We show, however, that one-dimensional models cannot reproduce the ultraviolet spec-
trophotometry below 160 nm with effective temperatures in the range constrained by the measured bolometric flux
and angular diameter. We find that a good match to the full spectral energy distribution can be obtained with a com-
posite model consisting of a weighted average of 12 one-dimensional model atmospheres based on the surface in-
tensity distribution of a three-dimensional granulation simulation. We emphasize that one-dimensional models with
overshooting may realistically represent the mean temperature structure of F-type stars such as Procyon, but the same
models will predict redder colors than observed because they lack the multicomponent temperature distribution
expected for the surfaces of these stars.

Subject headinggs: convection — methods: numerical — stars: atmospheres —
stars: fundamental parameters (colors, temperatures) — stars: individual (Procyon) —
techniques: interferometric

1. INTRODUCTION

The connection between the transport of energy in stellar at-
mospheres and the limb darkening (LD) of stellar photospheres
has been under investigation for nearly 100 years in the case of
the Sun. Since the work of Schwarzschild (1906), the darkening
of the solar limb has been investigated to understand the roles of
convection and radiation in the transport of energy through the
Sun’s atmosphere. Assuming that themass absorption coefficient
of the solar atmosphere was both wavelength and depth indepen-
dent and that the angle-dependent intensity could be replaced by
themean intensity at each depth, Schwarzschild derived a center-
to-limb intensity variation based on a purely radiative equilib-
rium temperature structure:

I(� ¼ 0; cos � )

I(0; 1)
¼ 1� �(1� cos � ); � ¼ 2

3
; ð1Þ

where � is the optical depth, � is the angle between the line of
sight and the emergent intensity, and � is the linear LD coeffi-
cient. Schwarzschild showed this LD law to be more consistent
with contemporary observations than an LD law based on an

adiabatic equilibrium temperature structure. Milne (1921) im-
proved on Schwarzschild’s mean intensity approximation and
found that a radiative equilibrium temperature structure with
improved flux conservation yielded an LD coefficient of � ¼ 3

5
,

in better agreement with observations.
The studies of Schwarzschild and Milne were completed be-

fore hydrogen was recognized as the principal constituent of the
Sun’s atmosphere by Payne (1925), before the work of Unsöld
(1930) concerning the effects of hydrogen ionization on the sta-
bility of radiative equilibrium against convection, and before the
importance of the bound-free and free-free opacity of the nega-
tive ion of hydrogen was recognized by Wildt (1939). Plaskett
(1936) inverted solar LD observations to find a temperature struc-
ture inconsistent with radiative equilibrium, suggesting that con-
vection has a significant effect on LD. Keenan (1938) showed
that this conclusion was acceptable only if the adiabatic gradient
began at optical depths considerably less than �̄ � 2, contrary to
Unsöld’s calculations. The reasoning was that convection cur-
rents should transport little energy above the zone of instability
and that radiative equilibrium should prevail at smaller optical
depths significant to LD. Plaskett’s conclusion was further cri-
tiqued by Woolley (1941), who showed that it necessitates con-
vective velocities large enough to blur the Fraunhofer lines.
Woolley attributed the differences between the observations and1 Michelson Postdoctoral Fellow.
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• Different UD angular
 diameters at 500 nm, 800nm, 
2.2 μm reveal limb darkening

• LImb darkening most sensi-
tive to temperature structure 
at shortest wavelength

Procyon = α CMa (F5 IV-V)
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Limb Darkening and Convection in the Sun
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Fig. 11. Upper plot: the ratio Fconv/Ftot as a function of log τRoss in the
Sun for: (a) the SUNK94 model (full line), (b) the standard ML theory
without any modification (crosses), (c) the SUNNOVERC125 model
(no “overshooting”)(dashed line). Lower plot: the T-log τRoss relation
for the (a) and (c) cases

and decreasing electron pressure which cause a growth of the
hydrogen ionization zone.

Table 3 shows which models are affected by convection
for gravities ranging from log g=5.0 to log g=1.0. Furthermore,
for the metallicities [M/H]=0 and [M/H]=−3, it lists the mo-
dels which show the largest difference, at τross=1, between the
Fconv/Ftot computed with the “overshooting” option switched
on and off respectively. The maximum effective temperature of
models affected by the different convection options decreases
with decreasing log g.

Table 3. The parameters of models affected by convection (columns 1
and 2) and the parameters of models which show the largest difference
at log τRoss=0 between Fconv/Ftot computed for the “overshooting” op-
tion switched on and off respectively. Columns 1 and 3 are for [M/H]=0
and columns 1,4 are for [M/H]=−3

Convective Max[ F(conv)
FtotOVER

- F(conv)
FtotNOVER

]
Models at τRoss=1

[M/H]=0 [M/H]=−3.0

log g Teff (K) Teff (K) Teff (K)

5.0 8500-3500 8000-7500 8500-7000
4.0 8000-3500 7500-7000 8000-6000
3.0 7500-3500 7000-6500 7000-5500
2.0 7000-3500 6500-6000 6500-4500
1.0 6500-3500 6000-5500 6000-4000

7. Teff from colour indices (V − K), (B − V ), and (b − y)

In the previous section we showed that some models have a dif-
ferent structure depending whether the “overshooting” option is
switched on or off. In this section we investigate the effect of the
different model structure on the V −K , B−V , and b− y colour
indices, which are often adopted for fixing effective tempera-
tures for cool stars; furthermore, we will try to state whether
the color indices from the “overshooting” models (COLK95) or
those from the “no-overshooting” models (COLNOVER) give
Teff closer to the values derived from the infrared flux method
(IRFM), which is almost model independent.

7.1. The dependence of the synthetic colour indices on the
convection

We computed grids of synthetic colours UBV, uvby, and RIJKL
from models having the “overshooting” option switched off, mi-
croturbulent velocity ξ=2 km s−1, and metallicities [M/H]=0.0
and [M/H]=−3.0. For each gravity, we derived Teff by inter-
polating in the COLNOVER grids for the (V − K), (B − V ),
and (b − y) color indices of the COLK95 grids. In this way,
we may estimate the effect of the convection on the effective
temperatures derived from the color indices. The temperature
differences ∆Teff=Teff over-Teff nover as function of Teff for the
(V − K), (B − V ), and (b − y) indices are shown for different
gravities and solar metallicity in the upper panels of Fig. 13-15.

The largest ∆Teff differences are about 60 K, 100 K, and
170 K for the (V −K), (B−V ), and (b−y) indices respectively.
They occur for Teff and log g between 7500-8000 K and 4.0-
4.5 for (V − K), 6750-7250 K and 3.0-4.0 for (B − V ), 6500-
7000 K and 3.0-4.0 for b − y. Temperatures from the color
indices computed from the “no overshooting” models are lower
than those from color indices computed from the “overshooting
models”. For all the three indices the value of ∆Teff weakly
depends on gravity for Teff<6500 K. For Teff> 6500 K the
effect of the convection increases with increasing gravity.

Castelli, Gratton & Kurucz (1997) A&A 318, 841
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Fig. 4a and b. Comparison between ob-
served (points) and computed (full line) so-
lar limb-darkening curves Iλ(cosθ)/Iλ(0).
Observations are from Pierce & Slaughter
(1977) and Pierce, Slaughter & Weinberger
(1977). Computed limb-darkening curves
are from models which differ only for the
“overshooting” option. a it is “on” (SUNK94
model) b it is “off” (SUNNOVERC125
model). The different curves correspond to
different values of cosθ

Table 2. Observed and computed color indices for the Sun

Color Observed Computed Computed
indices SUNK94 SUNNOVERC125

(U − B) 0.1951 0.17 0.18
0.17±0.012

(B − V ) 0.6501 0.67 0.66
0.68±0.0052

0.656±0.0053

(b − y) 0.406±0.0044 0.41 0.397
0.414±0.0033

1 Neckel (1994)
2 Schmidt-Kaler (1982)
3 Gray (1992)
4 Edvardsson et al. (1993)

when SUNNOVERC125 or SUNNOVERC20 models are used
to compute the solar intensities Iλ(cosθ) (Fig. 4b).

A fact to be considered when observed limb-darkening
curves are compared with the computations is that the line opac-
ity is negligible only for few wavelengths, as we can infer from
the analysis of high-resolution spectra (Kurucz et al, 1984).

This implies that the continuum windows selected by Pierce
& Slaughter (1977) and Pierce et al. (1977) may not always
correspond to the real continuum at several wavelengths.

4.3. Color indices

Table 2 compares (U −B), (B−V ), and (b− y) observed color
indices with those derived from the SUNK94 and the SUN-
NOVERC125 models. Owing to the uncertainty in the solar
colors and to the small differences between the SUNK94 and
the SUNNOVERC125 colors we cannot state which model has
to be preferred.

4.4. The Balmer profiles

Comparison of Balmer profiles from BALMER9 with those
from SYNTHE has shown that the metallic lines do not affect
the shape of the wings of the Hα and Hβ profiles. The violet wing
of Hγ predicted by the synthetic spectrum is a little bit broader
than that predicted by BALMER9, owing to the presence of a
strong Fe I line at 432.576 nm.

Observed high-resolution spectra were taken from the Solar
Flux Atlas of Kurucz et al. (1984). We lowered the continuum
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• Steepness of temperature 
gradient determines limb 
darkening
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Spectral Energy Distribution from 3-D Stellar Surfaces
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• Multi-temperature component photosphere matches SED in 
the short ultraviolet, 1D model with overshooting does not

Procyon = α CMa (F5 IV-V)
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Fig. 9. Equivalent width vs. µ for the [O i]+Ni i 630.03 nm lines
blend, for our observations and different models at different po-
sitions in the solar disk.

4.2.6. Comparison with previous work

An easy comparison to be made is with ALA01. Some things
have been done differently in the present study. We compute a
proper blend of the two transitions (adding line opacities), in-
stead of computing separate line profiles for each line and co-
adding them. We also perform a more precise wavelength cali-
bration usinging Fe i lines. And finally, we employ a more recent
3D Model and a higher Ni abundance. Fitting the flux profiles
against the FTS flux atlas and using the same fitting range in
ALA01, we obtain an oxygen abundance 0.07 dex lower. The
reason for this difference is mainly due to a higher Ni abun-
dance used (6.22 vs. 6.05), which translates to a ≈ −0.07 dex
difference in the derived oxygen abundance. The proper blend-
ing of the line instead of co-adding profiles causes a difference
of −0.01 dex in oxygen. The proper wavelength calibration us-
ing Fe i lines instead of only correcting for gravitational redshift
causes a difference of +0.01 dex.

Fitting the line profiles with log εNi = 6.22 instead of 6.05
leads to a better agreement with the observed disk-centre profile
(χ2

6.22 ≈ 0.53χ2
6.05), but a worse agreement for the observed flux

profile (χ2
6.22 ≈ 1.51χ2

6.05).

4.3. O I 615.81 nm

4.3.1. Context

The O i 615.81 nm line is a triplet, with components at 615.8149,
615.8172 and 615.8187 nm, according to the NIST database.
The latter is the strongest component. The components are so
close that they are unresolved in the solar spectrum. Its position
in the solar spectrum is far from optimal. The line is close to a
strong (≈ 4.8 pm) Fe i line at 615.77 nm and there are multiple
weak blends around. The VALD database lists several atomic
lines in this region, but besides the strong Fe i line only the
Nd ii 615.782 nm, Ni i 615.800 nm and Fe i 615.803 nm lines
have any measurable effect, though still just barely noticeable.
Spectral synthesis using only these lines is still not enough to
explain the solar spectrum. However, there seem to be several
molecular lines in this region. These are mostly CN lines, with
a few C2 lines. The molecular lines are important for our anal-
ysis and their effect is discussed below. It should be noted that
even accounting for the molecules there are still unidentified fea-

tures in this spectral region, most notably the feature at around
615.793 nm.

The presence of these blends depresses the continuum level
around the O i lines, so that it becomes a significant source of un-
certainty. Our analysis, either in computing the equivalent widths
from the observations or fitting the line profiles, suffers from the
same problems. For example, if one assumed this oxygen line to
have no blends and took the continuum level of the FTS disk-
centre intensity atlas, then the equivalent width could be up to
33% higher than our estimate for the oxygen-only contribution.
This effect is amplified as one looks at spectra closer to the limb
because the different blends vary differently in strength over the
solar disk, which makes a precise determination of the contin-
uum level difficult. Unlike the stronger O i 777 nm triplet the
predicted NLTE effect is rather small for the O i 615.8 nm lines:
Asplund et al. (2004) predict it to be −0.03 dex when neglecting
H i collisions.

4.3.2. Wavelength calibration

A similar approach to the wavelength calibration of [O i]
630.03 nm was used. Because a precise wavelength calibration
for this line is not as crucial as [O i], we derive the wavelength
calibration using only the nearby Fe i 615.77 nm line. It is im-
portant to make the wavelengths of the O i consistent with this
Fe i line because they lie on its red wing, and a different wave-
length difference between them would imply a lower or higher
blend influence.

Using the reference laboratory wavelengths from the NIST
database for the Fe i 615.77 nm and O i 615.81 nm lines and
calibrating using the waveshift of Fe i lines, the synthetic O i
profiles are shifted from the observations. This can be seen in
the left panels of Fig. 10. The 3D synthetic profile is shifted to
the blue in regards to the observations, while for the 1D mod-
els the opposite happens. None of them matches the observa-
tions perfectly. For the 3D case, the shift to the observations is
about 0.89km s−1, or 1.8 pm. This could mean that there is a sig-
nificant error in the laboratory wavelengths; the predicted line
shifts from the 3D models are inconsistent for the Fe i and O i
lines; or there are blending features causing a shift in the profile.
Including known molecular and weak atomic lines is not the ex-
planation. In the top middle panel of Fig. 10 we have artificially
shifted the O i lines, so that the synthetic profile matches the FTS
intensity atlas. For the rest of the analysis we will be using these
artificially shifted profiles (both for 3D and 1D models), but the
derived abundance from fitting the disk-centre profiles remains
essentially the same if the profiles are not shifted (but as seen
in Fig. 10, the agreement with the observations is worse). The
results for the equivalent widths are not affected by this shift.

4.3.3. Molecular blends and comparison with observations

We have included several CN and C2 lines in the 615.8 nm re-
gion (J. Sauval, 2008, private communication). The line data are
given in Table 5. These data were obtained from from J. Sauval
(2008, private communication). The molecular line data is un-
certain, especially wavelengths for CN lines. With this uncer-
tainty in mind, we have adjusted some of the wavelengths and
log g f of the CN lines from Table 5. The two (9, 4) band lines
at 615.8522 and 615.8796 nm have been red shifted by 7.2 and
11.6 pm, respectively, so that they match two features in the so-
lar disk-centre spectrum. Furthermore, the log g f values of these
two lines have been increased so that they fit reasonably the ob-

Solar spectral line strengths as a function of limb angle

Pereira, Asplund & Kiselman (2009) A&A, 508, 1403
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• Canopus less limb darkened that expected from standard models 

• Evidence for presence for convective cell

Canopus = α Car (F0Ib):   H- and K -bands
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ABSTRACT

Context. Direct measurements of fundamental parameters and photospheric structures of post-main-sequence intermediate-mass stars
are required for a deeper understanding of their evolution.
Aims. Based on near-IR long-baseline interferometry we aim to resolve the stellar surface of the F0 supergiant star Canopus, and to
precisely measure its angular diameter and related physical parameters.
Methods. We used the AMBER/VLTI instrument to record interferometric data on Canopus: visibilities and closure phases in the
H and K bands with a spectral resolution of 35. The available baselines (�60−110 m) and the high quality of the AMBER/VLTI
observations allowed us to measure fringe visibilities as far as in the third visibility lobe.
Results. We determined an angular diameter of /� = 6.93 ± 0.15 mas by adopting a linearly limb-darkened disk model. From this
angular diameter and Hipparcos distance we derived a stellar radius R = 71.4 ± 4.0 R�. Depending on bolometric fluxes existing in
the literature, the measured /� provides two estimates of the effective temperature: Teff = 7284 ± 107 K and Teff = 7582 ± 252 K.
Conclusions. In addition to providing the most precise angular diameter obtained to date, the AMBER interferometric data point
towards additional photospheric structures on Canopus beyond the limb-darkened model alone. A promising explanation for such
surface structures is the presence of convection cells. We checked such a hypothesis using first order star-cell models and concluded
that the AMBER observations are compatible with the presence of surface convective structures. This direct detection of convective
cells on Canopus from interferometry can provide strong constraints to radiation-hydrodynamics models of photospheres of F-type
supergiants.

Key words. stars: fundamental parameters – stars: individual: Canopus – supergiants – methods: observational –
techniques: high angular resolution – techniques: interferometric

1. Introduction

The evolved star Canopus (α Carinae, HD 45348) is the sec-
ond brightest star (V = −0.72) in the night sky, just af-
ter Sirius. Although Canopus is classified as a F0II star in
the SIMBAD database, several works (e.g. Achmad et al.
1991; Desikachary & Hearnshaw 1982) present it as a F0 su-
pergiant (F0Ib), which is more adapted to the measured lu-
minosity of L � 13 000−15 000 L� (e.g. Jerzykiewicz &
Molenda-Zakowicz 2000; Smiljanic et al. 2006).

During their evolution, intermediate-mass stars like Canopus
(M � 10 M�) leave the red giant branch (RGB) and enter the
blue-giant region, significantly increasing their effective temper-
ature and performing the so-called blue-loop. Even if most stars
found in the blue-giant region of the HR diagram are experi-
encing their blue-loop phase, there are still puzzling questions
concerning this phase of stellar evolution (e.g. Xu & Li 2004).

Another unresolved issue in the evolution of intermediate-
mass stars concerns some discrepancies between observed and
predicted abundances. Additional internal mixing processes are
invoked to explain the observations. Smiljanic et al. (2006)

� Based on observations performed at the European Southern
Observatory, Chile under ESO Program 079.D-0507.
�� Table 1 is only available in electronic form at
http://www.aanda.org

performed a detailed spectroscopic study of Canopus, and other
intermediate-mass stars, in order to investigate the influence of
rotation on the internal mixing of elements. They conclude that
the abundance of many stars of their sample, including Canopus,
are better explained by models including rotation effects in the
evolutionary models.

To constrain evolutionary models it is crucial to have pre-
cise measurements of fundamental stellar parameters, such as
the effective temperature Teff, luminosity L, radius R. If the dis-
tance d and the angular diameter /� are known, then a quite direct
method to estimate R is to apply the simple relation R = 0.5 /�d.
The most direct and precise measurements of /� can be obtained
by modern long baseline interferometers.

In this work we present a precise determination of the angu-
lar diameter (and other derived physical parameters) of Canopus
from interferometric observations performed with the AMBER
focal instrument (Petrov et al. 2007), installed at ESO-VLTI
(Glindemann et al. 2004) located at Cerro Paranal, Chile. The
observations and data reduction are described in Sects. 2 and 3.
The results and conclusions are outlined in Sects. 4 and 5.

2. Observations

The AMBER observations were obtained at low spectral reso-
lution Rs = λ/Δλ � 35 in the H and K bands (LR-HK mode),

Article published by EDP Sciences
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Fig. 2. Top: AMBER/VLTI visibility amplitudes and uncertainties in the
H (green) and K bands (black). The model visibilities (red squares)
were calculated with a linear limb-darkened disk model fitted to the
data (Table 2). We also show the theoretical visibilities (dots for H and
dashes for K) expected for Canopus from a LLD disk with parame-
ters determined by Claret (2000). Clearly these limb-darkened models
do not account for the observations, especially after the first minimum.
Bottom: fit residuals in σV units showing a relatively important depar-
ture from zero, as well as residual trends indicating that additional ef-
fects should be included in the modeling of Canopus.

4. Model fitting and physical parameters

The observed visibilities (Fig. 2) and closure phases (Fig. 3) in-
dicate that, as a zero-order approximation, Canopus can be con-
sidered to be a star having a centrally-symmetric intensity dis-
tribution (see also discussion in Sect. 5). We have thus fitted a
linearly limb-darkened disk (LLD) model3 to both H and K band
observed visibilities. The free parameters of the model are the
LLD angular diameter /�, and the H and K band LLD coef-
ficients �H and �K . The estimated parameters and correspond-
ing uncertainties obtained from a Levenberg-Marquardt (L-M)
least-squares fit are given in Table 2. The model visibilities and
fit residuals are shown in Fig. 2.

The uncertainty in /� (σ/� = 2.2% /�) is dominated by the
uncertainty in the instrumental spectral calibration (cf. Sect. 3).
Even with this limitation, AMBER/VLTI enabled us to derive
the most precise angular diameter of Canopus known today.
This interferometrically measured angular diameter is compati-
ble with several previous measurements within the uncertainties,
for example, /� = 6.6±0.8 mas (Hanbury-Brown et al. 1974; in-
tensity interferometry), /� = 7.00± 0.41 mas (Heras et al. 2002;
spectral fit); additional values are listed by Heras et al. (2002).

In Table 2 we give the linear radius R and effective tempera-
ture Teff derived from our angular diameter and other previously
measured parameters. Thanks to the precision in /� attained with

3 I(μ)/I(1) = 1− �(1− μ), where I is the specific intensity, and μ is the
cos of the angle between the line of sight and the emergent intensity.
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Fig. 3. AMBER/VLTI closure phases (absolute values) of Canopus as
a function of the spatial frequency calculated on the longest baseline.
Values indicate that Canopus does not have a completely centrally sym-
metric intensity distribution. For example the absolute values of the clo-
sure phases at low spatial frequencies (≤5.5 × 107 cycles/rad) are of
the order of 0.1−0.2 rad. The triangles indicate the theoretical closure
phases obtained from the fit of a single convective cell model to the
visibility amplitudes alone (see text for details).

Table 2. Parameters and uncertainties estimated from a least-square fit
of a LLD disk model to the observed visibilities. The reduced χ2 of
the fit is χ2

red = 7.0, suggesting that the LLD disk cannot completely
explain the observations. Physical parameters of Canopus derived from
the measured /� are also listed.

Fitted parameters Derived parameters

/� = 6.93 ± 0.15 mas R/R� = 71.4 ± 4.0a

�H = 0.04 ± 0.01 Teff = 7284 ± 107 Kb or 7582 ± 252 Kc

�K = −0.07 ± 0.01 log g = 1.7 ± 0.1d

a From the Hipparcos distance d = 95.9±4.9 pc (Perryman et al. 1997).
The Lutz-Kelker correction is negligible for Canopus (Jerzykiewicz &
Molenda-Zakowicz 2000).
b From the bolometric flux measured by Code et al. (1976): f =
(45.0 ± 1.8) × 10−6 erg cm−2 s−1.
c Obtained by using values from Smiljanic et al. (2006) and references
therein (visual apparent magnitude V = −0.72, extinction AV = 0.08,
visual bolometric correction BCV = 0.0) and from Drilling & Arlo
(2000) (solar luminosity and bolometric magnitude). The uncertainty
in Teff was estimated from σ/� and considering a conservative cumula-
tive error of 0.1 in V , AV , and BCV.
d Assuming a mass of M/M� = 9 ± 2.

AMBER, the uncertainty in R is dominated by the uncertainty in
the distance, contrarily to the previous measurements of /�.

As indicated in Table 2, the two values of Teff were ob-
tained from different approaches, corresponding to distinct es-
timates of the bolometric fluxes. One can find in the lit-
erature values compatible with both estimates. For example,
Desikachary & Hearnshaw (1982) and references therein give
Teff � 7300−7400 K, while Kovtyukh (2007), Smiljanic
et al. (2006) and references therein give Teff � 7500−7600 K.

Figure 2 shows that the near-IR intensity distribution of
Canopus is not entirely compatible with a simple limb-darkened
model. In particular the height of the second lobe is quite im-
portant, corresponding to �H >∼ 0 and �K <∼ 0 (i.e., a slight
limb-brightening). These measured values do not agree with the
theoretical predictions of linear limb-darkening for Canopus. To
illustrate this point we show in Fig. 2 the theoretical visibility
curves for linear limb-darkening coefficients from Claret (2000):
�H = 0.28 and �K = 0.24. These values correspond to Teff and
log g from Table 2, and to the metallicity and microturbulence
velocity from Smiljanic et al. (2006).

A. Domiciano de Souza et al.: Diameter and photospheric structures of Canopus from AMBER/VLTI interferometry L7

Fig. 2. Top: AMBER/VLTI visibility amplitudes and uncertainties in the
H (green) and K bands (black). The model visibilities (red squares)
were calculated with a linear limb-darkened disk model fitted to the
data (Table 2). We also show the theoretical visibilities (dots for H and
dashes for K) expected for Canopus from a LLD disk with parame-
ters determined by Claret (2000). Clearly these limb-darkened models
do not account for the observations, especially after the first minimum.
Bottom: fit residuals in σV units showing a relatively important depar-
ture from zero, as well as residual trends indicating that additional ef-
fects should be included in the modeling of Canopus.

4. Model fitting and physical parameters

The observed visibilities (Fig. 2) and closure phases (Fig. 3) in-
dicate that, as a zero-order approximation, Canopus can be con-
sidered to be a star having a centrally-symmetric intensity dis-
tribution (see also discussion in Sect. 5). We have thus fitted a
linearly limb-darkened disk (LLD) model3 to both H and K band
observed visibilities. The free parameters of the model are the
LLD angular diameter /�, and the H and K band LLD coef-
ficients �H and �K . The estimated parameters and correspond-
ing uncertainties obtained from a Levenberg-Marquardt (L-M)
least-squares fit are given in Table 2. The model visibilities and
fit residuals are shown in Fig. 2.

The uncertainty in /� (σ/� = 2.2% /�) is dominated by the
uncertainty in the instrumental spectral calibration (cf. Sect. 3).
Even with this limitation, AMBER/VLTI enabled us to derive
the most precise angular diameter of Canopus known today.
This interferometrically measured angular diameter is compati-
ble with several previous measurements within the uncertainties,
for example, /� = 6.6±0.8 mas (Hanbury-Brown et al. 1974; in-
tensity interferometry), /� = 7.00± 0.41 mas (Heras et al. 2002;
spectral fit); additional values are listed by Heras et al. (2002).

In Table 2 we give the linear radius R and effective tempera-
ture Teff derived from our angular diameter and other previously
measured parameters. Thanks to the precision in /� attained with

3 I(μ)/I(1) = 1− �(1− μ), where I is the specific intensity, and μ is the
cos of the angle between the line of sight and the emergent intensity.
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Fig. 3. AMBER/VLTI closure phases (absolute values) of Canopus as
a function of the spatial frequency calculated on the longest baseline.
Values indicate that Canopus does not have a completely centrally sym-
metric intensity distribution. For example the absolute values of the clo-
sure phases at low spatial frequencies (≤5.5 × 107 cycles/rad) are of
the order of 0.1−0.2 rad. The triangles indicate the theoretical closure
phases obtained from the fit of a single convective cell model to the
visibility amplitudes alone (see text for details).

Table 2. Parameters and uncertainties estimated from a least-square fit
of a LLD disk model to the observed visibilities. The reduced χ2 of
the fit is χ2

red = 7.0, suggesting that the LLD disk cannot completely
explain the observations. Physical parameters of Canopus derived from
the measured /� are also listed.

Fitted parameters Derived parameters

/� = 6.93 ± 0.15 mas R/R� = 71.4 ± 4.0a

�H = 0.04 ± 0.01 Teff = 7284 ± 107 Kb or 7582 ± 252 Kc

�K = −0.07 ± 0.01 log g = 1.7 ± 0.1d

a From the Hipparcos distance d = 95.9±4.9 pc (Perryman et al. 1997).
The Lutz-Kelker correction is negligible for Canopus (Jerzykiewicz &
Molenda-Zakowicz 2000).
b From the bolometric flux measured by Code et al. (1976): f =
(45.0 ± 1.8) × 10−6 erg cm−2 s−1.
c Obtained by using values from Smiljanic et al. (2006) and references
therein (visual apparent magnitude V = −0.72, extinction AV = 0.08,
visual bolometric correction BCV = 0.0) and from Drilling & Arlo
(2000) (solar luminosity and bolometric magnitude). The uncertainty
in Teff was estimated from σ/� and considering a conservative cumula-
tive error of 0.1 in V , AV , and BCV.
d Assuming a mass of M/M� = 9 ± 2.

AMBER, the uncertainty in R is dominated by the uncertainty in
the distance, contrarily to the previous measurements of /�.

As indicated in Table 2, the two values of Teff were ob-
tained from different approaches, corresponding to distinct es-
timates of the bolometric fluxes. One can find in the lit-
erature values compatible with both estimates. For example,
Desikachary & Hearnshaw (1982) and references therein give
Teff � 7300−7400 K, while Kovtyukh (2007), Smiljanic
et al. (2006) and references therein give Teff � 7500−7600 K.

Figure 2 shows that the near-IR intensity distribution of
Canopus is not entirely compatible with a simple limb-darkened
model. In particular the height of the second lobe is quite im-
portant, corresponding to �H >∼ 0 and �K <∼ 0 (i.e., a slight
limb-brightening). These measured values do not agree with the
theoretical predictions of linear limb-darkening for Canopus. To
illustrate this point we show in Fig. 2 the theoretical visibility
curves for linear limb-darkening coefficients from Claret (2000):
�H = 0.28 and �K = 0.24. These values correspond to Teff and
log g from Table 2, and to the metallicity and microturbulence
velocity from Smiljanic et al. (2006).
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ABSTRACT

Unbiased angular diameter measurements are required for accurate distances to Cepheids using the interferometric
Baade-Wesselink method (IBWM). The precision of this technique is currently limited by interferometric measure-
ments at the 1.5% level. At this level, the center-to-limb darkening (CLD) and the presence of circumstellar envelopes
(CSE) seem to be the two main sources of bias. The observations we performed aim at improving our knowledge
of the interferometric visibility profile of Cepheids. In particular, we assess the systematic presence of CSE around
Cepheids in order determine accurate distances with the IBWM free from CSE biased angular diameters. We ob-
served a Cepheid (YOph) for which the pulsation is well resolved and a nonpulsating yellow supergiant (� Per) using
long-baseline near-infrared interferometry. We interpreted these data using a simple CSE model we previously de-
veloped.We found that our observations of� Per do not provide evidence for a CSE. Themeasured CLD is explained
by an hydrostatic photospheric model. Our observations of Y Oph, when compared to smaller baseline measurements,
suggest that it is surrounded by a CSEwith characteristics similar to CSEs found previously around other Cepheids.We
have determined the distance to Y Oph to be d ¼ 491 � 18 pc. Additional evidence points toward the conclusion that
most Cepheids are surrounded by faint CSEs, detected by near-infrared interferometry: after observing four Cepheids,
all show evidence for a CSE. Our CSE nondetection around a nonpulsating supergiant in the instability strip, � Per,
provides confidence in the detection technique and suggests a pulsation driven mass-loss mechanism for the Cepheids.

Subject headinggs: Cepheids — circumstellar matter — stars: individual (Y Ophiuchi, � Persei) —
techniques: interferometric

1. INTRODUCTION

In our two previous papers, (Kervella et al. 2006; Mérand
et al. 2006b, hereafter Paper I and Paper II ), we reported the dis-
covery of faint circumstellar envelops (CSEs) around Galactic
classical Cepheids. Interestingly, all the Cepheids we observed
(‘ Car in Paper I, � UMi and � Cep in Paper II) were found to
harbor CSEs with similar characteristics: a CSE 3Y4 times larger
than the star, which accounts for a few percent of the total flux in
the infraredK band. The presence of CSEs was discovered in our
attempt to improve our knowledge of Cepheids in the context of
distance determination via the interferometric Baade-Wesselink
method (IBWM). Part of the method requires the measurement
of the angular diameter variation of the star during its pulsation.
The determination of the angular diameters from sparse inter-
ferometric measurements is not straightforward, because optical
interferometers gather high angular resolution data only at a few
baselines at a time; thus good phase and angular resolution cov-
erage cannot be achieved in a short time. For Cepheids, the main
uncertainty in the IBWM was thought to be the center-to-limb
darkening (CLD), which biases the interferometric angular di-
ameter measurements (Marengo et al. 2004).

The direct measurement of CLD is possible using an optical
interferometer, given sufficient angular resolution and precision.

Among current optical interferometers, CHARA/FLUOR (ten
Brummelaar et al. 2005; Mérand et al. 2006a) is one of the few
capable of such a measurement for Cepheids. The only Cepheid
accessible to CHARA/FLUOR, i.e., large enough in angular di-
ameter, for such ameasurement is Polaris (�UMi), whichwe ob-
served and found to have a CLD compatible with hydrostatic
photospheric models, although surrounded by a CSE (Paper II ).
Polaris, however, is a very low-amplitude pulsation Cepheid 0.4%
in diameter, compared to 15%Y20% for type I Cepheids (Moskalik
& Gorynya 2005); thus, the agreement is not necessarily expected
for large amplitude Cepheids, whose photospheres are more out of
equilibrium. The direct measurement of CLD of a high-amplitude
Cepheid during its pulsation phase remains to be performed.

Hydrodynamic simulations (Marengo et al. 2003) suggest that
the CLD variations during the pulsation do not account for more
than a 0.2% bias in distance determination in the near-infrared
using the IBWM, where most of the IBWMobserving work has
been done in recent years: the best formal distance determina-
tion to date using the IBWM is of the order of 1.5% (Mérand et al.
2005b).

Whereas the near-infrared IBWM seems to be relatively im-
mune to bias from CLD, the recent discovery of CSEs raises the
issue of possible bias in angular diameter measurements, and
hence bias in distance estimations at the 10% level (Paper II ). It
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larger angular diameter; the surface brightness effect wins over the
total luminosity. Based on their angular diameter, � � 1:45mas, it
appears that Barnes et al. (2005) overestimated Y Oph’s angu-
lar size. Among Cepheids brighter than mV ¼ 6:0, Y Oph has
the strongestB�V color excess,E(B� V ) ¼ 0:645 (Fernie et al.
1995a) and one of the highest fraction of polarized light, p ¼
1:34% � 0:12% (Heiles 2000). Indeed, Y Oph is within the Ga-
lactic plane: this means that it has a probably a large extinction
due to the interstellar medium.

3. THE NONPULSATING YELLOW SUPERGIANT � PER

� Per (HR 1017, HD20902, F5Ib) is among themost luminous
nonpulsating stars inside the Cepheids’ instability strip. The Dop-
pler velocity variability has been found to be very weak, of the
order of 100 m s�1 in amplitude (Butler 1998). This amplitude is
10 times less than what is observed for the very low amplitude
Cepheid Polaris (Hatzes & Cochran 2000).

� Per’s apparent angular size, approximately 3 mas (Nordgren
et al. 2001), makes it a perfect candidate for direct center-to-limb
darkening detection with CHARA/FLUOR. Following the ap-
proach we used for Polaris (Paper II), we observed � Per using
three different baselines, including one sampling the second lobe,
in order tomeasure its CLD strength, but also in order to be able to
assess the possible presence of a CSE around this star (Table 4).

3.1. Interferometric Observations

If the star is purely a CLD disk, then only two baselines are
required to measure the angular diameter and the CLD strength.
Observations must take place in the first lobe of the squared the
visibility profile, in order to set the star’s angular diameter �. The
first lobe is defined by B�UD/k < 1:22. Additional observations
should be taken in the second lobe, in particular near the local
maximum (B�/k � 3/2), because the strength of the CLD is di-
rectly linked to the height of the second lobe. To address the pres-
ence of a CSE, observations should be made at a small baseline.
Because the CSEs that were found around Cepheids are roughly
3 times larger that the star itself (Papers I and II), we chose a

small baseline where B�/k � 1/3. As demonstrated by our Polaris
measurements, the presence of CSE is expected to weaken the
second lobe of visibility curve, mimicking stronger CLD.
FLUOR operates in the near-infrared K band with a mean

wavelength of k0 � 2:13 �m. This sets the small, first-lobe and
second-lobe baselines at approximately 50, 150, and 220 m,
which are well matched to CHARA baselinesW1-W2 (�100 m),
E2-W2 (�150 m), and E2-W1 (�250 m). See Figure 6 for a
graphical representation of the baseline coverage.
The data reduction was performed using the same pipeline as

for Y Oph. Squared visibilities were calibrated using a similar
strategy we adopted for Y Oph. We used two sets of calibrators:
one for the shorter baselines, W1-W2 and E2-W2, and one for
the longest baseline, E2-W1 (Table 5).

3.2. Simple Model

3.2.1. Limb-darkened Disk

To probe the shape of the measured visibility profile, we first
used an analytical model, which includes the stellar diameter and
a CLD law. Because of its versatility, we adopt here a power law
(Hestroffer 1997): I(�)/I (0) ¼ �� with � ¼ cos (�), where � is

TABLE 4

Journal of Observations: � Per

MJD�54,000

B

(m)

P.A.

(deg) V 2

46.281.............................. 147.82 79.37 0.02350 � 0.00075

46.321.............................. 153.87 69.04 0.01368 � 0.00067

46.347.............................. 155.79 62.17 0.01093 � 0.00060

46.372.............................. 156.27 55.30 0.01134 � 0.00039

46.398.............................. 155.65 48.10 0.01197 � 0.00051

46.421.............................. 154.41 41.32 0.01367 � 0.00052

46.442.............................. 152.94 34.84 0.01581 � 0.00045

46.466.............................. 151.13 27.03 0.01824 � 0.00064

46.488.............................. 149.58 19.40 0.02167 � 0.00071

46.510.............................. 148.49 12.06 0.02250 � 0.00058

46.539.............................. 147.77 1.53 0.02370 � 0.00070

47.225.............................. 96.66 �44.51 0.27974 � 0.00282

47.233.............................. 97.75 �47.34 0.27321 � 0.00274

47.252.............................. 100.37 �53.97 0.24858 � 0.00258

47.274.............................. 103.03 �60.91 0.23529 � 0.00242

47.327.............................. 249.17 81.65 0.01363 � 0.00032

47.352.............................. 251.22 74.84 0.01340 � 0.00032

47.374.............................. 251.04 68.91 0.01330 � 0.00035

47.380.............................. 250.67 67.10 0.01316 � 0.00035

Note.—Date of observation (Modified Julian Day), telescope projected sep-
aration, baseline projection angle, and squared visibility.

Fig. 6.—� Per. Projected baselines are in meters. North is up, and east is right.
The shaded area corresponds to the squared visibility’s second lobe. The base-
lines are W1-W2, E2-W2, and E2-W1, from the shortest to the longest.

TABLE 5

� Per Calibrators

Name Spectral Type

UD Diameter

(mas) Baselines

HD 18970 ............. G9.5 III 1.551 � 0.021 W1-W2, E2-W2

HD 20762 ............. K0 IIYIII 0.881 � 0.012 E2-W1

HD 22427 ............. K2 IIIYIV 0.913 � 0.013 E2-W1

HD 31579 ............. K3 III 1.517 � 0.021 W1-W2, E2-W2

HD 214995 ........... K0 III 0.947 � 0.013 W1-W2

Notes.—Uniform disk diameters, given in mas, are only intended for com-
puting the expected squared visibility in the K band. These stars come from our
catalog of interferometric calibrators (Mérand et al. 2005a).
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the angle between the stellar surface and the line of sight. The
uniform disk diameter case corresponds to � ¼ 0:0, whereas an
increasing value of � corresponds to a stronger CLD.

All visibility models for this work have been computed taking
into account instrumental bandwidth smearing (Aufdenberg et al.
2006). From this two-parameter fit, we deduce a stellar diam-
eter of �� ¼ 3:130 � 0:007 mas and a power-law coefficient � ¼
0:119 � 0:016. The fit yields a reduced �2 ¼ 1:0. There is a
strong correlation between the diameter and CLD coefficient, 0.9.
This is awell known effect, that a change inCLD induces a change
in apparent diameter.

This fit is entirely satisfactory, as the reduced �2 is of order
unity, and the residuals of the fit do not show any trend (Fig. 7).
We note that this is not the case for Polaris (Paper II ). Polaris,
with u-v coverage very similar to � Per, does not follow a simple
LD disk model, because it is surrounded by a faint CSE.

3.2.2. Hydrostatic Models

We computed a small grid ofmodels, which consists of six one-
dimensional, spherical, hydrostatic models using the PHOENIX
general-purpose stellar and planetary atmosphere code ver-
sion 13.11; for a description see Hauschildt et al. (1999) and
Hauschildt & Baron (1999). The range of effective temperatures
and surface gravities is based on a summary of� Per’s parameters
by Evans et al. (1996):

1. Effective temperatures, TeA ¼ 6150, 6270, 6390 K.
2. log (g) ¼ 1:4; 1:7.
3. Radius, R ¼ 3:92 ; 1012 cm.
4. Depth-independent microturbulence, � ¼ 4:0 km s�1.
5. Mixing length to pressure scale ratio, 1.5.
6. Solar elemental abundance LTE atomic and molecular line

blanketing, typically 106 atomic lines and 3 ; 105 molecular lines
dynamically selected at run time.

7. Non-LTE line blanketing of H i (30 levels, 435 bound-
bound transitions), He i (19 levels, 171 bound-bound transitions),
and He ii (10 levels, 45 bound-bound transitions).

8. Boundary conditions: outer pressure 10�4 dynes cm�2, ex-
tinction optical depth at 1.2 �m: outer was 10�10, inner was 102.

For this grid of models the atmospheric structure is computed at
50 radial shells (depths), and the radiative transfer is computed
along 50 rays tangent to these shells and 14 additional rays that
impact the innermost shell, the so-called core-intersecting rays.
The intersection of the rays with the outermost radial shell

describes a center-to-limb intensity profile with 64 angular
points.

Power-law fits to the hydrostatic model visibilities range from
� ¼ 0:132 to 0.137 (Table 6), which correspond to 0.8Y1.1 �
above the value we measured. Our measured CLD is below that
predicted by the models, or in other words the predicted dark-
ening is slightly overestimated.

3.3. Possible Presence of CSE

Firstly, we employ the CSEmodel used for Cepheids (Papers I
and II). Thismodel is purely geometrical, and it consists of a limb-
darkened disk surrounded by a faint CSE,whose two-dimensional
geometric projection (on the sky) is modeled by a ring. The ring
parameters consist of the angular diameter, width, and flux ratio
with respect to the star (Fs/F?). We adopt the same geometry
found for Cepheids: a ring with a diameter equal to 2.6 times
the stellar diameter (Paper II ) with no dependency with respect
to the width (fixed to a small fraction of the CSE angular diameter,
say 1/5).

This model restriction is justified because testing the agreement
between a generic CSE model and interferometric data requires a
complete angular resolution coverage, from very short to very
large baselines. Although our � Per data set is diverse regarding
the baseline coverage, we lack a very short baseline (B � 50 m),
which was not available at that time at the CHARA Array.

The simplest fit consists in adjusting the geometrical scale; the
angular size ratio between the CSE and the star is fixed. This
yields a reduced�2 of 3, than at 1.1 for a hydrostatic LD and 1.0
for an adjusted CLD law (Table 7).

We can force the data to fit a CSE model by relaxing the CLD
of the star or the CSE flux ratio. A fit of the size of the star and the
brightness of the CSE leads to a reduced �2 of 1.4 and results in a

Fig. 7.—� Per squared visibility models: UD, adjusted CLD, PHOENIX, and
two different CSEmodels are plotted here as the residuals to the PHOENIX CLD
with respect to baseline. The common point at B � 175 m is the first minimum of
the visibility function. The top of the second lobe is reached for B � 230 m. See
Table 7 for parameters and reduced �2 of each model.

TABLE 6

� Per PHOENIX Models

TeA
(K ) log g ¼ 1:4 log g ¼ 1:7

6150............................ 0.137 0.136

6270............................ 0.135 0.134

6390............................ 0.133 0.132

Notes.—Models tabulated for different effective tempera-
tures and surface gravities. TheK-band CLD is condensed into
a power-law coefficient �: I(�) / ��.

TABLE 7

Models for � Per

Model

�?
(mas) �

Fs/F?

(%) �2
r

UD.............................. 3.080 � 0.004 0.000 . . . 5.9

PHOENIX CLD......... 3.137 � 0.004 0.135 . . . 1.1

adjusted CLD............. 3.130 � 0.007 0.119 � 0.016 . . . 1.0

CSE ‘‘Polaris’’ ........... 3.086 � 0.007 0.135 1.5 3.0

CSE (1) ...................... 3.048 � 0.007 0.066 � 0.004 1.5 1.4

CSE (2) ...................... 3.095 � 0.010 0.135 0.06 � 0.26 1.4

Notes.—The parameters are: �? is the stellar angular diameter, the CLD power-
law coefficient is �, and if relevant, the brightness ratio between the CSE and the
star is Fs/F?. The first line is the uniform disk diameter, the second one is expected
CLD from the PHOENIXmodel, and the third one is the adjusted CLD. The fourth
line is a scaledPolaris CSEmodel (Paper II ). The last two lines are attempts to force
a CSEmodel to the data. Lower script are uncertainties, the absence of lower script
means that the parameter is fixed.

CSE AROUND GALACTIC CEPHEIDS: Y OPH AND � PER 1099No. 2, 2007

• α Per also less limb darkened than spherical hyrdostatic models

Mérand et al. (2007) ApJ, 664,  1093 [More about Cephieds @ 10:50!]

α Per (F5Ib):   K-band Residuals to hydrostatic Modelα Per (F5Ib): K-band UV coverage



6 A. Chiavassa et al.: Convection on Betelgeuse

Fig. 4. Left panel: recontructed image from Haubois et al. (2009). Right panel: our best fitting 3D simulation snapshot of Fig. 3
convolved with a 6×6 mas PSF derived by fitting the central peak of the interferometric dirty beam. The intensities in both panels
are normalized to the range [0, 1] and some contour lines are indicated (0.2, 0.5, 0.7, 0.8, 0.9 of the peak brightness).

Fig. 5. Top row: maps of the linear intensity in the IONIC filter of the molecular species (Fig. 1). The simulation snapshot and
intensity range is the same as in Fig. 3. Bottom row: the best matching visibility curve (solid line) of Fig. 2 is compared to the
visibility curve obtained from the intensity maps above: CO (dotted line), CN (dashed line), and H2O (dash dot line). Red data
points are IOTA observations.

pears blurry and seems to contain only the information about the
stellar radius. However, the top right panel displays the signal
related to all the frequencies larger than the first lobe: in this
image we clearly miss the central convective cell of ≈ 30 mas
size (60% of the stellar radius) visible in Fig. 3. Thus, the first

lobe also carries information on the presence of large convective
cells.

Fig. 6 (bottom row) shows the second lobe with convection-
related structures of ≈ 10-15 mas, (30% of the stellar radius), and
the third and fourth lobes with structures smaller than 10 mas.
We conclude that we can estimate the presence of convection-

IOTA data image reconstruction 3D Simulation/Best match to V2 
and Closure phase data

Chiavassa et al. (2010) A&A 515, 12 [more 3D Models @ 11:10!]
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ABSTRACT

Context. The red supergiant (RSG) Betelgeuse is an irregular variable star. Convection may play an important role in understanding
this variability. Interferometric observations can be interpreted using sophisticated simulations of stellar convection.
Aims. We compare the visibility curves and closure phases obtained from our 3D simulation of RSG convection with CO5BOLD to
various interferometric observations of Betelgeuse from the optical to the H band in order to characterize and measure the convection
pattern on this star.
Methods. We use 3D radiative-hydrodynamics (RHD) simulation to compute intensity maps in different filters and we thus derive
interferometric observables using the post-processing radiative transfer code OPTIM3D. The synthetic visibility curves and closure
phases are compared to observations.
Results. We provide a robust detection of the granulation pattern on the surface of Betelgeuse in the optical and in the H band based
on excellent fits to the observed visibility points and closure phases. Moreover, we determine that the Betelgeuse surface in the H
band is covered by small to medium scale (5–15 mas) convection-related surface structures and a large (≈30 mas) convective cell. In
this spectral region, H2O molecules are the main absorbers and contribute to the small structures and to the position of the first null
of the visibility curve (i.e. the apparent stellar radius).

Key words. stars: betelgeuse – stars: atmospheres – hydrodynamics – radiative transfer – techniques: interferometric

1. Introduction

Betelgeuse is a red supergiant star (Betelgeuse, HD 39801, M1–
2Ia–Ibe) and is one of the brightest stars in the optical and near
infrared. This star exhibits variations in integrated brightness,
surface features, and the depths, shapes, and Doppler shifts of
its spectral lines. There is a backlog of visual-wavelength obser-
vations of its brightness which covers almost a hundred years.
The irregular fluctuations of its light curve are clearly aperiodic
and rather resemble a series of outbursts. Kiss et al. (2006) stud-
ied the variability of different red supergiant (RSG) stars includ-
ing Betelgeuse and they found a strong noise component in the
photometric variability, probably caused by the large convection
cells. In addition to this, the spectral line variations have been
analyzed by several authors, who inferred the presence of large
granules and high convective velocities (Josselin & Plez 2007;
Gray 2008). Gray also found line bisectors that predominantly
have reversed C-shapes, and line shape variations occurring at
the 1 km s−1 level that have no obvious connection to their shifts
in wavelength.

Send offprint requests to: A. Chiavassa

The position of Betelgeuse on the H-R diagram is highly
uncertain, due to uncertainty in its effective temperature.
Levesque et al. (2005) used one-dimensional MARCS models
(Gustafsson et al. 2003, 1975) to fit the incredibly rich TiO
molecular bands in the optical region of the spectrum for sev-
eral RSGs. They found an effective temperature of 3650 K for
Betelgeuse. Despite the fact that they obtained a good agree-
ment with the evolutionary tracks, problems remain. There
is a mismatch in the IR colors that could be due to atmo-
spheric temperature inhomogeneities characteristic of convec-
tion (Levesque et al. 2006). Also the distance of Betelgeuse has
large uncertainities because of errors related to the positional
movement of the stellar photocenter. Harper et al. (2008) derived
a distance of (197±45 pc) using high spatial resolution, mul-
tiwavelength, VLA radio positions combined with Hipparcos
Catalogue Intermediate Astrometric Data.

Betelgeuse is one of the best studied RSGs in term of multi-
wavelength imaging because of its large luminosity and an-
gular diameter. The existence of hot spots on its surface has
been proposed to explain numerous interferometric observa-
tions with WHT and COAST (Buscher et al. 1990; Wilson et al.
1992; Tuthill et al. 1997; Wilson et al. 1997; Young et al. 2000,
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L48 A. Domiciano de Souza et al.: The spinning-top Be star Achernar from VLTI-VINCI

Fig. 1. VLTI ground baselines for Achernar observations and their
corresponding projections onto the sky at different observing times.
Left: Aerial view of VLTI ground baselines for the two pairs of 40 cm
siderostats used for Achernar observations. Color magenta represents
the 66 m (E0-G1; azimuth 147◦, counted from North to East) and
green the 140 m (B3-M0; 58◦). Right: Corresponding baseline pro-
jections onto the sky (Bproj) as seen from the star. Note the very effi-
cient Earth-rotation synthesis resulting in a nearly complete coverage
in azimuth angles.

detection of stellar asymmetries. Moreover, Earth-rotation has
produced an efficient baseline synthesis effect (Fig. 1, right).
A total of more than 20 000 interferograms were recorded on
Achernar, and approximately as many on its calibrators, cor-
responding to more than 20 hours of integration. From these
data, we obtained 60 individual V2 estimates, at an effective
wavelength of λeff = 2.175 ± 0.003 µm.

3. Results
The determination of the shape of Achernar from our set of V2

is not a straightforward task so that some prior assumptions
need to be made in order to construct an initial solution for
our observations. A convenient first approximation is to de-
rive from each V2 an equivalent uniform disc (UD) angu-
lar diameter �UD from the relation V2 = |2J1(z)/z|2. Here,
z = π �UD (α) Bproj (α) λ−1

eff , J1 is the Bessel function of the
first kind and of first order, and α is the azimuth angle of Bproj
at different observing times due to Earth-rotation. The appli-
cation of this simple procedure reveals the extremely oblate
shape of Achernar from the distribution of �UD(α) on an el-
lipse (Fig. 2). Since α, Bproj(α), and λeff are known much bet-
ter than 1%, the measured errors in V2 are associated only to
the uncertainties in �UD. We performed a non-linear regres-
sion fit using the equation of an ellipse in polar coordinates.
Although this equation can be linearized in Cartesian coor-
dinates, such a procedure was preferred to preserve the orig-
inal, and supposedly Gaussian, residuals distribution as well
as to correctly determine the parameters and their expected
errors. We find a major axis 2a = 2.53 ± 0.06 milliarcsec
(mas), a minor axis 2b = 1.62 ± 0.01 mas, and a minor-
axis orientation α0 = 39◦ ± 1◦. Note that the correspond-
ing ratio 2a/2b = 1.56 ± 0.05 determines the equivalent star

Fig. 2. Fit of an ellipse over the observed squared visibilities V2 trans-
lated to equivalent uniform disc angular diameters. Each V2 is plotted
together with its symmetrical value in azimuth. Magenta points are
for the 66 m baseline and green points are for the 140 m baseline.
The fitted ellipse results in major axis 2a = 2.53 ± 0.06 milliarcsec,
minor axis 2b = 1.62 ± 0.01 milliarcsec, and minor axis orientation
α0 = 39◦±1◦ (from North to East). The points distribution reveals an
extremely oblate shape with a ratio 2a/2b = 1.56 ± 0.05.

oblateness only in a first-order UD approximation. To interpret
our data in terms of physical parameters of Achernar, a consis-
tent scenario must be tailored from its basic known properties,
so that we can safely establish the conditions where a coherent
model can be built and discussed.

4. Discussion
Achernar’s pronounced apparent asymmetry obtained in this
first approximation, together with the fact that it is a Be star,
raises the question of whether we observe the stellar photo-
sphere with or without an additional contribution from a CSE.

For example, a flattened envelope in the equatorial plane
would increase the apparent oblateness of the star if it were
to introduce a significant infrared (IR) excess with respect
to the photospheric continuum. Theoretical models (Poeckert
& Marlborough 1978) predict a rather low CSE contribution
in the K band especially for a star tilted at higher inclina-
tions, which should be our case as discussed below. Indeed,
Yudin (2001) reported a near IR excess (difference between
observed and standard color indices in visible and L band
centered at 3.6 µm) to be E(V − L) = 0.m2, with the same
level of uncertainty. Moreover, this author reports a zero in-
trinsic polarization (p∗). These values are significantly smaller
than mean values for Be stars earlier than B3 (E(V − L) >
0.m5 and p∗ > 0.6%), meaning that the Achernar’s CSE is
weaker than in other known Be stars. Further, an intermediate
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A total of more than 20 000 interferograms were recorded on
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responding to more than 20 hours of integration. From these
data, we obtained 60 individual V2 estimates, at an effective
wavelength of λeff = 2.175 ± 0.003 µm.
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minor axis 2b = 1.62 ± 0.01 milliarcsec, and minor axis orientation
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oblateness only in a first-order UD approximation. To interpret
our data in terms of physical parameters of Achernar, a consis-
tent scenario must be tailored from its basic known properties,
so that we can safely establish the conditions where a coherent
model can be built and discussed.

4. Discussion
Achernar’s pronounced apparent asymmetry obtained in this
first approximation, together with the fact that it is a Be star,
raises the question of whether we observe the stellar photo-
sphere with or without an additional contribution from a CSE.

For example, a flattened envelope in the equatorial plane
would increase the apparent oblateness of the star if it were
to introduce a significant infrared (IR) excess with respect
to the photospheric continuum. Theoretical models (Poeckert
& Marlborough 1978) predict a rather low CSE contribution
in the K band especially for a star tilted at higher inclina-
tions, which should be our case as discussed below. Indeed,
Yudin (2001) reported a near IR excess (difference between
observed and standard color indices in visible and L band
centered at 3.6 µm) to be E(V − L) = 0.m2, with the same
level of uncertainty. Moreover, this author reports a zero in-
trinsic polarization (p∗). These values are significantly smaller
than mean values for Be stars earlier than B3 (E(V − L) >
0.m5 and p∗ > 0.6%), meaning that the Achernar’s CSE is
weaker than in other known Be stars. Further, an intermediate

*Disk of Achernar (B3 Vpe) resolved as 
ellipsoid by VLTI (Axial ratio: 1.56±0.05

A&A 407, L47–L50 (2003)
DOI: 10.1051/0004-6361:20030786
c© ESO 2003

Astronomy
&Astrophysics

The spinning-top Be star Achernar from VLTI-VINCI

A. Domiciano de Souza1, P. Kervella2, S. Jankov3, L. Abe1, F. Vakili1,3, E. di Folco4, and F. Paresce4

1 Laboratoire Univ. d’Astroph. de Nice (LUAN), CNRS UMR 6525, Parc Valrose, 06108 Nice Cedex 02, France
2 European Southern Observatory (ESO), Alonso de Cordova 3107, Casilla 19001, Vitacura, Santiago 19, Chile
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Abstract. We report here the first observations of a rapidly rotating Be star, α Eridani, using Earth-rotation synthesis on the
Very Large Telescope (VLT) Interferometer. Our measures correspond to a 2a/2b = 1.56 ± 0.05 apparent oblate star, 2a and 2b
being the equivalent uniform disc angular diameters in the equatorial and polar direction. Considering the presence of a circum-
stellar envelope (CSE) we argue that our measurement corresponds to a truly distorted star since α Eridani exhibited negligible
Hα emission during the interferometric observations. In this framework we conclude that the commonly adopted Roche approx-
imation (uniform rotation and centrally condensed mass) should not apply to α Eridani. This result opens new perspectives to
basic astrophysical problems, such as rotationally enhanced mass loss and internal angular momentum distribution. In addition
to its intimate relation with magnetism and pulsation, rapid rotation thus provides a key to the Be phenomenon: one of the
outstanding non-resolved problems in stellar physics.

Key words. techniques: high angular resolution – techniques: interferometric – stars: rotation – stars: emission-line, Be –
stars: individual: Achernar

1. Introduction

The southern star Achernar (α Eridani, HD 10144, spectral
type B3Vpe) is the brightest Be star in the sky. A Be star is de-
fined as a non-supergiant B type star that has presented episodic
Balmer lines in emission (Jaschek et al. 1981), whose origin is
attributed to a CSE ejected by the star itself. Physical mech-
anisms like non-radial pulsations, magnetic activity, or bina-
rity are invoked to explain the CSE formation of Be stars in
conjunction with their fundamental property of rapid rotation.
Theoretically, rotation has several consequences on the star
structure (Cassinelli 1987). The most obvious is the geometri-
cal deformation that results in a larger radius at the equator than
at the poles. Another well established effect, known as grav-
ity darkening or the von Zeipel effect for hot stars (von Zeipel
1924), is that both surface gravity and emitted flux decrease
from the poles to the equator. Although well studied in the liter-
ature, the effects of rotation have rarely been tested against ac-
curate enough observations (Reiners & Schmitt 2003; van Belle
et al. 2001), a gap bridged by our interferometric observations
of Achernar.

Send offprint requests to: A. Domiciano de Souza,
e-mail: Armando.Domiciano@obs-azur.fr

2. Observations and data processing

Dedicated observations of Achernar have been carried
out during the ESO period 70, from 11 September to
12 November 2002, with quasi-uniform time coverage, on the
VLT Interferometer (VLTI, Glindemann et al. 2003) equipped
with the VINCI beam combiner (Kervella et al. 2003a). This
instrument recombines the light from two telescopes in the
astronomical K band, which is centered at 2.2 µm and cov-
ers 0.4 µm. The observable measured by VINCI is the squared
coherence factor µ2 of the star light. It is derived from the raw
interferograms after photometric calibration using a wavelet
based method (Ségransan et al. 1999). The reduction procedure
is detailed by Kervella et al. (2003b) and has successfully been
applied to dwarf stars observations with the VLTI (Ségransan
et al. 2003). The instrumental value of µ2 is then calibrated
through the observation of stable stars with known angular di-
ameters. The calibrators chosen for Achernar are presented in
Table 1. The final product of the processing is the squared
visibility V2 of the object for each baseline projected on the
sky (Bproj). V2 is directly related to the Fourier transform of the
brightness distribution of the object via the Zernike-Van Cittert
theorem. For these observations, two interferometric baselines
were used, 66 m (E0-G1; azimuth 147◦, counted from North
to East) and 140 m (B3-M0; 58◦), equipped with 40 cm
siderostats (Fig. 1 left). Their orientations are almost perpen-
dicular to each other giving an excellent configuration for the
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for stars of Achernar’s given spectral type are about M �
6 M� and TeA � 19; 000 K, respectively. Although the value
of TeA for our model of a nonrotating, 6 M� star is in good
agreement with the mean derived from observations (Table 1),
the radius must be increased by more than a factor of 4 to
conform with the interferometrically inferred value of Req.

Uniformly rotating models cannot account for such an en-
hancement of the equatorial dimension. The polar radius of a
6 M� model rigidly rotating at the breakup rate (i.e., � ¼ 0:0,
� ¼ 1:0) is Rpol ¼ 2:84 R�, while the equatorial radius has the
value Req ¼ 4:28 R� ¼ 1:51 Rpol, characteristic of a Roche-
type model. We note that the polar dimension of a rotating star
is always reduced relative to a nonrotating model for the same
mass, although rotation may also lead to significant departures
from spheroidal shape (see JMS04). To account for the Req

and Rpol of Achernar using a fully consistent, uniformly ro-
tating stellar model would require that the star have a radius
�8 R� in the absence of rotation, implying a mass k20 M�.

The properties of nonuniformly rotating, 6 M� models are
given in Table 1. These models have been chosen on the basis
of having Req ¼ 12:0 � 0:5 R�, in rough agreement with the
estimate from observations. The models are listed in order of
increasing degree of internal differential rotation, i.e., in order
of decreasing $1=2, which varies from 1:6 R0 for � ¼ 2:5 to
0:93 R0 for � ¼ 4:5, where R0 � Req(�0 ¼ 0). In each case,
the axial angular velocity exceeds that of the equator,
�0=�eq ¼ (1þ �2). As is evident from these results, rotation
at a rate and scale sufficient to distend the equatorial radius by
the required amount produces highly flattened, disklike con-
figurations. To the extent that any of these models reflect
Achernar’s photospheric shape, their tabulated values of Rpol

and Zmax imply that the estimated polar radius of 7:7 R�
cannot represent the true polar dimension of the star. Instead,
the stellar rotation axis must be inclined by considerably less
than 90

�
with respect to the line of sight, making the derived

Rpol an apparent rather than actual radius.
The polar and equatorial effective temperatures given in

Table 1 are in accord with the von Zeipel law, TeA / g
1=4
eA ,

where geA is the sum of the surface gravitational and centrif-
ugal accelerations. In addition, modified central thermody-
namic conditions, resulting from centrifugal support of the
inner stellar core, are manifest in reduced luminosities for
increasingly rapid, differential rotation. Together with the in-
creased surface area that accompanies rotational distortion of
the stellar shape, this implies that the photospherically aver-
aged effective temperature hTeAi should decrease relative to
the value for a nonrotating star of the same mass. Inspection of
Table 1 reveals that rotation rapid enough to produce a 6 M�
star with Req �12 R� has a profound effect on hTeAi, reduc-
ing it from 18,900 K (� ¼ � ¼ 0) to values less than 9900 K
for models with � � 2:50.

If hTeAi is an accurate indicator of the average thermal
conditions in the stellar photosphere, a value below 104 K
would probably preclude assignment of the spectral type B3 to
Achernar. However, a higher hTeAi would be obtained if the
stellar mass were larger than the nominal value of 6 M�. The
remaining entries in Table 1 pertain to differentially rotating
models with masses 9, 12, and 15M�. The results suggest that
for sufficiently rapid rotation, the equatorial radii of these
more massive objects can be similarly enlarged, from the non-
rotating values R0 ¼ 3:68; 4:33, and 4.91 R�, respectively, to
sizes that compare favorably with the measurements of
Achernar. We find that the scale of the required differential
rotation is quite similar to that for M ¼ 3 with $1=2 having the

values 1.6, 1.3, and 1.0 R0, respectively. While hTeAi for these
models is now more representative of stars with mid-B spec-
tral types, the combination of higher surface temperatures and
larger surface areas leads to increased luminosities, with the
consequence that the positions of these stars in a theoretical
H-R diagram are well above the main sequence.
To illustrate the degree to which the shape of a differentially

rotating star with Achernar’s inferred dimensions may deviate
from sphericity, we depict cross-sectional views of the pho-
tospheres of four models in Figure 1. In each panel, we show
the surface contour in the plane containing the rotation axis
and the line of sight. The models have been inclined by the
indicated amounts, so that the apparent dimension perpen-
dicular to the line of sight corresponds to the estimated polar
radius, Rpol � 7:7 R�. The way in which the shape of the
stellar envelope is determined by the internal balance of forces
is examined in detail in JMS04. Here, we note that by virtue of
equation (1), when � > 1 the rotation speed V ¼ �$ attains a
maximum Vmax ¼ ½(1þ �2)=(2� )�Veq at $ ¼ Req=� , imply-
ing that Veq is not the highest value of V. Thus, the 6 M� model
in Figure 1a has Veq sin i � 225 km s�1, but Vmax sin i �
375 km s�1. All of the models for which the rate and degree of
differential rotation are large enough that Req k12 R� have a
portion of the stellar surface that rotates at speeds between
300 and 480 km s�1.

4. SUMMARY AND DISCUSSION

Taking Achernar’s interferometrically determined size and
shape at face value, it is possible to construct differentially
rotating stellar models with dimensions that are consistent
with those derived from the observations. For the putative
mass of 6 M� implied by its B3 V spectral type, these con-
figurations are severely distorted from a spherical shape: with
Rpol=Req � 0:2, their appearances are more disklike than
spheroidal. The agreement of our computational results with
observations is only partial, however, since there are a number
of discrepancies between the models and other stellar prop-
erties. The reduction in average effective temperature brought
on by rapid rotation is of a sufficient magnitude to suggest that
the spectral types of these models would be later than B3 V.

Fig. 1.—Cross-sectional representations of the photospheric shapes of
models for the indicated masses, where (� , �) is (a) (3.0, 8.4), (b) (2.0, 4.9),
(c) (2.0, 4.4), and (d) (2.5, 5.4). In each panel, the rotation axis and equatorial
diameter are shown, and the arrow points in the direction of a distant observer.
The apparent polar radius is the perpendicular distance between the horizontal
dotted and dashed lines and for the inclination angles given here is equal to
7.7 R� for each model.

JACKSON, MacGREGOR, & SKUMANICH1198 Vol. 606

Theory of Rotating Stars Revitalized by Observations

Jackson, MacGregor, Skumanich (2004) ApJ, 606, 1196

Models for Achernar with Differential Rotation
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Table 4. Best fit parameters (and corresponding uncertainties) of our
simple model consisting in a Gaussian elliptical envelope superimposed
on a uniform ellipse representing the central star. The fit was computed
on our complete H and K band data set.

θeq 2.13 ± 0.05 mas stellar equatorial angular size
θpol 1.51 ± 0.02 mas stellar polar angular size
α1 131.6 ± 1.4 deg azimuth of the stellar equator
ρeq 2.7 ± 1.3 mas envelope FWHM along stellar equator
ρpol 17.6 ± 4.9 mas envelope FWHM along stellar pole
f 4.7 ± 0.3% relative (envelope to star) near-IR flux

Fig. 3. Graphical representation of the best-fit model intensity distribu-
tion of Achernar. The relative flux contributions from the star and the
envelope are not to scale. This illustration should not be considered as
a true image of the star.

visibility function is a two-dimensional V2(u, v) map. Figure 2
shows the cuts of this best-fit V2(u, v) map along the stellar pole
and the equator (solid curves). Note that the rapid visibility de-
crease observed at low spatial frequencies in the polar direction
is reproduced well by the presence of the elongated polar enve-
lope in the model.

A graphical representation of the star and its polar envelope
based on the best-fit parameters is presented in Fig. 3. We em-
phasize that this figure is not a true image of the star, but only
the representation of the best-fit light distribution with the a pri-
ori hypothesis that the star can be described by a uniform el-
lipse surrounded by an elliptical Gaussian envelope aligned with
its principal axes. This intensity distribution reproduces the ob-
served visibilities well, but several others could also fit. In partic-
ular, we cannot determine if the envelope is symmetric relative
to the star, due to the baseline orientation ambiguity of 180◦.

3.6. Excluded data points

In the fitting process, we chose to exclude the four data points
obtained on the UT1-UT4 baseline (see Table 3b). With a posi-
tion angle of ≈46 deg for the projected baseline, they correspond
to a measurement that is almost aligned with the pole of the star
(α0 = 41.6± 1.4 deg). Although they satisfy the data quality cri-
teria that we applied to the other data points, they are located
6−7σ away from the best-fit model. It should be noted that the
114 remaining data points are in excellent agreement with our

CSE model, and the residuals of the fit present satisfactory sta-
tistical properties (see Sect. 3.7).

An instrumental origin for these outliers cannot be formally
excluded, especially as these data points were obtained on the
very first night of VLTI operations of the UT1-UT4 baseline.
However, no particular technical problem was reported, and the
other stars observed on this night showed consistent results. As
we could not distinguish these measurements from the rest of our
data, we chose to publish them all together for the sake of homo-
geneity. A possible astrophysical cause for these low visibilities
would be a stellar eruption that could have suddenly increased
the CSE brightness and/or angular extension.

3.7. Comparison with other models and residuals of the fit

In order to assess the level of adequation of our star+CSE model
to the data, we also tried to fit them with two simpler models:
a circular uniform disk and a uniform ellipse. The residuals for
each of the three models are presented in Fig. 4 as a function
of the projected baseline azimuth angle. We obtained in the first
case a uniform disk angular diameter of θUD = 1.78 mas, with
the large χ2

red of 4.9 characteristic of a bad fit. Fitting a uniform
ellipse results in the following best-fit values: θeq = 2.31 mas,
θpol = 1.68 mas, and α1 = 135.7◦. Again, the χ2

red of 3.2 shows
poor agreement of this model to our data. It thus appears that
our star+Gaussian CSE model is a much better fit to our data set
(χ2

red = 0.79) than the models without CSE.
As shown in Fig. 4 (bottom), the residuals of our star+CSE

fit appear to be homogeneous with respect to azimuth angle.
Similarly, we do not detect any significant residual either with
respect to projected baseline length or with time (Fig. 5). The
H and K band data sets do not show any systematic devia-
tion, which justifies a posteriori our combined treatment of these
two data sets. Due to the relatively small number of measure-
ments in the H band and their lower accuracy compared to the
K band, their influence on the best-fit parameters is very limited.
However, they are overall in excellent agreement with the best-
fit model, with a specific reduced χ2 of only 0.2. Considering the
limited amount of H band data, we currently cannot investigate
the wavelength dependence of the CSE properties, but additional
observations with the AMBER instrument of the VLTI in the J
and H bands will soon allow such studies. It should be noted that
interferometric observations of the bright B0IVpe star γCas in
the visible have shown that the apparent size of this star can vary
considerably with wavelength (Stee et al. 1998). The scatter ap-
pears to be slightly larger along the polar direction than along the
equator of the star (Fig. 5, top). This could be caused by devia-
tions from our simple star-CSE model on small angular scales.
For instance, the presence of clumps in the CSE could create this
apparent instability of the visibility function. However, our data
set is still too limited to constrain their properties significantly.

4. Nature of the CSE of Achernar

4.1. Total extension

As listed in Table 4, the angular sizes of the axes of the
photosphere ellipse (θeq and θpol) are well constrained, as is
the flux ratio f = 4.7 ± 0.3% between the star and the
polar envelope. However, the angular dimensions of the en-
velope itself are poorly constrained. In particular, as visible
in Fig. 2, we lack very short baseline measurements to esti-
mate the total extension of the envelope in the polar direction.
Considering our data, it could be much more extended than the
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Table 2. Relevant parameters of the calibrators used for VINCI obser-
vations of Achernar (continued from Table 1). The references are the
same as in Table 1.

Name � Ind A αCet υCet
HD number HD 209100 HD 18884 HD 12274
mV 4.7 2.5 4.0
mK 2.2 –1.7 0.0
Sp. type K4.5V M1.5IIIa K5/M0III
Teff (K) 4500 3730 –
log g 4.5 – –
v sin i (km s−1) 1 – –
θLD (mas)a 1.89 ± 0.02 – –
θUD (mas)b 1.84 ± 0.02 11.6 ± 0.40 5.3 ± 0.5

a The angular diameter of � Ind A was measured by Kervella
et al. (2004b). b The uniform disk angular sizes of αCet and υCet
were taken from Dyck et al. (1998) and Richichi & Percheron (2005),
respectively.

The resulting calibrated squared visibilities are listed in
Tables 3a–d. For each measurement, the calibrator is listed. No
systematic deviation of the visibility was observed for any of our
calibrators at a 1σ level.

3. Model fitting

3.1. Polar and equatorial visibilities

In order to define a plausible model for the light distribution of
Achernar, we examine here the shape of the polar and equa-
torial visibility functions. The orientation of the minor axis of
Achernar on the plane of the sky relative to the North was ob-
tained by D03 using a subset of the data discussed in the present
paper. Using a simplified analysis of the dependence of the
equivalent uniform disk angular diameter with the azimuth of the
projected baseline, they obtained an orientation of the minor axis
of Achernar (assumed to be the polar axis) of α0 = 39 ± 1◦ east
of North.

To visualize the polar visibility function of Achernar, we ex-
tracted the interferometric measurements with azimuth angles
between 10◦ and 70◦, i.e. �±30◦ from the sky-projected polar
axis of the star. As shown in Fig. 2 (left), it appears that the dis-
tribution of the measured visibilities does not follow that of a
uniform disk, and there is a clear deficit of visibility at low spa-
tial frequencies. Fitting a simple uniform disk model (through
a classical least-square minimization) to these data leads to
θUD = 1.78 mas, but the reduced χ2 of 6.2 is characteristic of
a poor fit. The deficit of visibility at low spatial frequencies is
typical of the presence of an extended, incoherent source that
is already resolved by the interferometer on the short baselines.
In other words, a diffuse and extended envelope appears to be
present along the polar axis of the star.

The equatorial visibility function can be evaluated by re-
stricting our sample to the visibility measurements obtained in
the azimuth range α1 = 129 ± 30◦. As shown in Fig. 1, we do
not have as many measurements at high spatial frequencies along
this range of azimuth, due to the limitations in the available VLTI
baselines during commissioning. Figure 2 (right) shows the dis-
tribution of squared visibilities observed in this azimuth range as
a function of the spatial frequency. In this case, the fit of a simple
uniform disk model with θUD = 2.38 mas produces satisfactory
results with a reduced χ2 of only 0.6. In this case, we conclude
that we do not detect any significant diffuse envelope along the
equatorial plane of the star.

Fig. 1. Coverage of the (u, v) plane for the VINCI observations of
Achernar. The K band observations (MONA beam combiner) are repre-
sented using circles (open for siderostat observations, solid for the Unit
Telescopes), and the H band observations are represented using crosses.
The scales are in units of B/λ, expressed in cycles/arcsec.

3.2. Star-envelope model description

As discussed in Sect. 3.1, it appears that a diffuse envelope,
confined to the direction of its polar axis, is present around
Achernar. In order to study the flux contribution of this envelope,
we need to define a simple model to fit the observed visibility
data. For this purpose, we considered the following components:

– the stellar photosphere is represented by a uniform ellipse.
The parameters are the equatorial and polar angular sizes θeq
and θpol and the azimuth orientation of the equatorial axis on
the sky α1;

– the diffuse envelope is represented by a bidimensional ellip-
tical Gaussian. It is parametrized by its full widths at half
maximum (FWHM) along the polar and equatorial axes of
the star ρpol and ρeq, and its integrated flux relative to the
stellar flux f . We make the assumption that its principal axes
are aligned with the principal axes of the stellar photosphere.

Using a simple uniform ellipse model is naturally a very sim-
plified approximation of the photospheric light distribution of
Achernar. In reality, the rapid rotation of the star causes signif-
icant brightening of the polar caps of the star as a consequence
of its flattening. Though numerical models can accurately pre-
dict the distribution of light on the photosphere of uniformly
rotating stars (see e.g. Domiciano de Souza et al. 2002), the
underlying Roche approximation is not necessarily verified for
Achernar. In particular, Jackson et al. (2004) show that stellar
models of Achernar including differential internal rotation re-
sult in better agreement with the interferometric profile obtained
by D03. Though there are good prospects for differential rota-
tion being constrained observationally by spectro-interferometry
(Domiciano de Souza et al. 2004), the current uncertainties on
the light distribution of the photosphere lead us to prefer the sim-
ple approach of a uniform ellipse. We also make the hypothesis
that the axes of the envelope are aligned with the principal axes
of the stellar photosphere. Due to the limited coverage of our
data set in terms of azimuth angle at intermediate baselines, we
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ABSTRACT

Context. Be stars show evidence of mass loss and circumstellar envelopes (CSE) from UV resonance lines, near-IR excesses, and the
presence of episodic hydrogen emission lines. The geometry of these envelopes is still uncertain, although it is often assumed that
they are formed by a disk around the stellar equator and a hot polar wind.
Aims. We probe the close environment of the fast rotating Be star Achernar at angular scales of a few milliarcseconds (mas) in the
infrared, in order to constrain the geometry of a possible polar CSE.
Methods. We obtained long-baseline interferometric observations of Achernar with the VINCI/VLTI beam combiner in the H and
K bands, using various telescope configurations and baseline lengths with a wide azimuthal coverage.
Results. The observed visibility measurements along the polar direction are significantly lower than the visibility function of the
photosphere of the star alone, in particular at low spatial frequencies. This points to the presence of an asymmetric diffuse CSE
elongated along the polar direction of the star. To our data, we fit a simple model consisting of two components: a 2D elliptical
Gaussian superimposed on a uniform ellipse representing the distorted photosphere of the fast rotating star.
Conclusions. We clearly detected a CSE elongated along the polar axis of the star, as well as rotational flattening of the stellar
photosphere. For the uniform-ellipse photosphere we derive a major axis of θeq = 2.13 ± 0.05 mas and a minor axis of θpol =
1.51 ± 0.02 mas. The relative near-IR flux measured for the CSE compared to the stellar photosphere is f = 4.7 ± 0.3%. Its angular
dimensions are loosely constrained by the available data at ρeq = 2.7 ± 1.3 mas and ρpol = 17.6 ± 4.9 mas. This CSE could be linked
to free-free emission from the radiative pressure driven wind originating from the hot polar caps of the star.

Key words. techniques: high angular resolution – techniques: interferometric – stars: emission-line, Be – stars: mass-loss –
stars: rotation – stars: individual: Achernar

1. Introduction

The southern star Achernar (αEridani, HD 10144) is the bright-
est of all Be stars (V = 0.46 mag). Depending on the author (and
the technique used) the spectral type of Achernar ranges from
B3-B4IIIe to B4Ve (e.g., Slettebak 1982; Balona et al. 1987).
The estimated projected rotation velocity v sin i ranges from 220
to 270 km s−1 and the effective temperature Teff from 15 000
to 20 000 K (e.g., Vinicius et al. 2006; Rivinius, priv. comm.;
Chauville et al. 2001). The difficulty in deriving these parame-
ters more precisely is a direct consequence of the rapid rotation
of Achernar. Such rapid rotation (≥80% of the critical velocity)
induces mainly two effects on the star structure: a rotational flat-
tening and a gravity darkening, which can be described by the
von Zeipel effect (von Zeipel 1924).

Domiciano de Souza et al. (2003, hereafter D03) measured
the apparent rotational flattening of Achernar using the Very
Large Telescope Interferometer (VLTI). They showed that the
flattening ratio measured on this star cannot be explained in the
Roche approximation, especially when taking the von Zeipel
effect into account. Recently, this effect was revealed in two
other rapidly rotating stars thanks to interferometric observa-
tions: Altair (A7V, Ohishi et al. 2004; Domiciano de Souza et al.
2005) and Regulus (B7V, McAlister et al. 2005).

Rapid rotation and gravity darkening seem to be impor-
tant keys to explaining the two-component circumstellar en-
vironment (CSE) of Be stars: (1) a dense (particle densities
N � 1011−1012 cm−3), high mass-loss (�10−8 M�/yr) and low
radial velocity (�10−100 km s−1) equatorial envelope and (2) a
rarefied (N � 109 cm−3), low mass-loss (�10−10 M�/yr)
and fast (�1000 km s−1) polar wind (e.g. Damineli Neto &
de Freitas Pacheco 1982; Waters et al. 1987, and references
therein). This picture of a two-component CSE is based on many
observations of Be stars performed in the past few decades. For
example, optical/IR data have shown emission lines and IR ex-
cesses that essentially probe the denser regions of the CSE (e.g.
Waters 1986; Dougherty et al. 1994), while UV resonance lines
of highly ionized species can probe regions of lower density (e.g.
Snow 1981; Peters 1982). Gehrz et al. (1974) showed that the
near-IR excess measured in Be stars is due to free-free radiation.

The disk-like shape of the dense equatorial CSE has been
directly measured by interferometric observations in the radio
and optical/IR (e.g. Dougherty & Taylor 1992; Stee et al. 1995;
Quirrenbach et al. 1997). In a recent work, Tycner et al. (2005)
explore the relationship between the angular size of the Hα emit-
ting region (measured by interferometry) and the net Hα emis-
sion measured spectroscopically for seven Be stars. They find an
interesting correlation between the two quantities, which they
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ABSTRACT

Context. As is the case of several other Be stars, Achernar is surrounded by an envelope, recently detected by near-IR interferometry.
Aims. We search for the signature of circumstellar emission at distances of a few stellar radii from Achernar, in the thermal IR domain.
Methods. We obtained interferometric observations on three VLTI baselines in the N band (8-13 µm), using the MIDI instrument.
Results. From the measured visibilities, we derive the angular extension and flux contribution of the N band circumstellar emission
in the polar direction of Achernar. The interferometrically resolved polar envelope contributes 13.4 ± 2.5 % of the photospheric flux
in the N band, with a full width at half maximum of 9.9 ± 2.3 mas (≈ 6 R⋆). This flux contribution is in good agreement with the
photometric IR excess of 10-20% measured by fitting the spectral energy distribution. Due to our limited azimuth coverage, we can
only establish an upper limit of 5-10 % for the equatorial envelope. We compare the observed properties of the envelope with an
existing model of this star computed with the SIMECA code.
Conclusions. The observed extended emission in the thermal IR along the polar direction of Achernar is well reproduced by the
existing SIMECA model. Already detected at 2.2 µm, this polar envelope is most probably an observational signature of the fast wind
ejected by the hot polar caps of the star.

Key words. Stars: individual: Achernar; Stars: emission-line, Be; Methods: observational; Techniques: interferometric

1. Introduction
The southern Be star Achernar (αEri, HD 10144) has received
much interest since its strongly distorted photosphere was re-
solved by long-baseline interferometry (Domiciano de Souza et
al. 2003), with major and minor axes of respectively θ = 2.13 ±
0.05 and 1.51 ± 0.02 milliarcseconds (Kervella & Domiciano de
Souza 2006, hereafter K06). Due to its extremely fast rotation
(v sin i ≈ 250 km.s−1) and consequent flattening, the von Zeipel
effect (von Zeipel 1924) causes the polar caps to be overheated:
the polar effective temperature could be higher than 20 000 K,
compared to � 10 000 K at the equator (Jackson et al. 2004;
Kanaan et al. 2008, hereafter Ka08). The high radiative pres-
sure at the poles creates a fast polar wind that was detected in
the near infrared by K06, where its flux reaches 4.7 ± 0.3 % of
the photosphere. In addition to this circumstellar envelope (here-
after CSE), Kervella & Domiciano de Souza (2007) discovered
a close-in companion of Achernar, of spectral type A1V-A3V
(Kervella et al. 2008). In the present Letter, we report new in-
terferometric observations of Achernar in the thermal infrared
domain, using the VLTI/MIDI instrument. After a description of
our measurements (Sect. 2), we derive the contribution and typ-
ical angular scale of the polar CSE of Achernar using a simple
Gaussian model and compare them to SIMECA model predic-
tions (Sect. 3).
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2. Observations
2.1. Instrumental setup and data processing

MIDI (Leinert et al. 2003; Ratzka et al. 2007) is the mid-infrared
two-telescope beam combiner of the Very Large Telescope
Interferometer (VLTI; Glindemann et al. 2004). This instrument
is a classical Michelson interferometer working in the astro-
nomical N band (7.6–13.3µm). For the reported observations
of Achernar, we used a prism with a spectral resolution of
R = λ/∆λ ≃ 30 to obtain spectrally dispersed fringes. During the
observations, the secondary mirrors of the two Unit Telescopes
were chopping with a frequency of 2 Hz to properly sample the
sky background. Achernar was observed in 2006 and 2007, us-
ing three 8.2 m telescope baselines (UT1-UT4, UT1-UT2, and
UT3-UT4), and the SCIPHOT mode of MIDI. In this observing
mode, the photometry of each telescope is recorded simultane-
ously with the interferometric signals, allowing a more accurate
calibration of the visibilities. The average dates of each obser-
vation, with the corresponding projected baseline length B and
position angle PA are given in Table 1. Each star or calibrator
observation corresponds to a time on target recording interfer-
ometric fringes of 3 min, followed by approximately 5 min of
photometric calibrations. For the raw data processing, we used
two different software packages: MIA developed at the Max-
Planck-Institut für Astronomie and EWS developed at the Leiden
Observatory (MIA+EWS1, version 1.5.2) in order to extract the
calibrated squared visibilities V2(λ) (Chesneau 2007). We found

1 http://www.strw.leidenuniv.nl/∼nevec/MIDI/index.html

P. Kervella et al.: Thermal infrared interferometry of Achernar with VLTI/MIDI, Online Material p 1

Fig. 1. Squared visibilities of Achernar. The error bars are the
statistical dispersion of the V2 measurements from the EWS soft-
ware. The position angles of each projected baseline are given in
degrees. The inset diagrams show each baseline in the (λu, λv)
plane, and the polar direction of Achernar (dashed line). Thanks
to the spectral coverage of MIDI, a relatively broad range of spa-
tial frequencies is sampled simultaneously for each baseline (see
Fig. 4). The dotted line in the upper plot shows the polar V2 func-
tion of Achernar, for B = 130 m. The UT1-UT2 V2 values were
renormalized (see Sect. 2.2 for details).
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Fig. 2. Absolutely calibrated MIDI spectrum of Achernar, using
HD 9362 as a spectrophotometric standard star, with the spectra
from IRAS LRS and ISO SWS (PWS processing) superposed.
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Fig. 3. Spectral energy distribution of Achernar. The open
squares are measurements from the literature. The MIDI and
VISIR points (Kervella & Domiciano de Souza 2007) are shown
as solid dots.
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Fig. 3. Spectral energy distribution of Achernar. The open
squares are measurements from the literature. The MIDI and
VISIR points (Kervella & Domiciano de Souza 2007) are shown
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Table 4. Best fit parameters (and corresponding uncertainties) of our
simple model consisting in a Gaussian elliptical envelope superimposed
on a uniform ellipse representing the central star. The fit was computed
on our complete H and K band data set.

θeq 2.13 ± 0.05 mas stellar equatorial angular size
θpol 1.51 ± 0.02 mas stellar polar angular size
α1 131.6 ± 1.4 deg azimuth of the stellar equator
ρeq 2.7 ± 1.3 mas envelope FWHM along stellar equator
ρpol 17.6 ± 4.9 mas envelope FWHM along stellar pole
f 4.7 ± 0.3% relative (envelope to star) near-IR flux

Fig. 3. Graphical representation of the best-fit model intensity distribu-
tion of Achernar. The relative flux contributions from the star and the
envelope are not to scale. This illustration should not be considered as
a true image of the star.

visibility function is a two-dimensional V2(u, v) map. Figure 2
shows the cuts of this best-fit V2(u, v) map along the stellar pole
and the equator (solid curves). Note that the rapid visibility de-
crease observed at low spatial frequencies in the polar direction
is reproduced well by the presence of the elongated polar enve-
lope in the model.

A graphical representation of the star and its polar envelope
based on the best-fit parameters is presented in Fig. 3. We em-
phasize that this figure is not a true image of the star, but only
the representation of the best-fit light distribution with the a pri-
ori hypothesis that the star can be described by a uniform el-
lipse surrounded by an elliptical Gaussian envelope aligned with
its principal axes. This intensity distribution reproduces the ob-
served visibilities well, but several others could also fit. In partic-
ular, we cannot determine if the envelope is symmetric relative
to the star, due to the baseline orientation ambiguity of 180◦.

3.6. Excluded data points

In the fitting process, we chose to exclude the four data points
obtained on the UT1-UT4 baseline (see Table 3b). With a posi-
tion angle of ≈46 deg for the projected baseline, they correspond
to a measurement that is almost aligned with the pole of the star
(α0 = 41.6± 1.4 deg). Although they satisfy the data quality cri-
teria that we applied to the other data points, they are located
6−7σ away from the best-fit model. It should be noted that the
114 remaining data points are in excellent agreement with our

CSE model, and the residuals of the fit present satisfactory sta-
tistical properties (see Sect. 3.7).

An instrumental origin for these outliers cannot be formally
excluded, especially as these data points were obtained on the
very first night of VLTI operations of the UT1-UT4 baseline.
However, no particular technical problem was reported, and the
other stars observed on this night showed consistent results. As
we could not distinguish these measurements from the rest of our
data, we chose to publish them all together for the sake of homo-
geneity. A possible astrophysical cause for these low visibilities
would be a stellar eruption that could have suddenly increased
the CSE brightness and/or angular extension.

3.7. Comparison with other models and residuals of the fit

In order to assess the level of adequation of our star+CSE model
to the data, we also tried to fit them with two simpler models:
a circular uniform disk and a uniform ellipse. The residuals for
each of the three models are presented in Fig. 4 as a function
of the projected baseline azimuth angle. We obtained in the first
case a uniform disk angular diameter of θUD = 1.78 mas, with
the large χ2

red of 4.9 characteristic of a bad fit. Fitting a uniform
ellipse results in the following best-fit values: θeq = 2.31 mas,
θpol = 1.68 mas, and α1 = 135.7◦. Again, the χ2

red of 3.2 shows
poor agreement of this model to our data. It thus appears that
our star+Gaussian CSE model is a much better fit to our data set
(χ2

red = 0.79) than the models without CSE.
As shown in Fig. 4 (bottom), the residuals of our star+CSE

fit appear to be homogeneous with respect to azimuth angle.
Similarly, we do not detect any significant residual either with
respect to projected baseline length or with time (Fig. 5). The
H and K band data sets do not show any systematic devia-
tion, which justifies a posteriori our combined treatment of these
two data sets. Due to the relatively small number of measure-
ments in the H band and their lower accuracy compared to the
K band, their influence on the best-fit parameters is very limited.
However, they are overall in excellent agreement with the best-
fit model, with a specific reduced χ2 of only 0.2. Considering the
limited amount of H band data, we currently cannot investigate
the wavelength dependence of the CSE properties, but additional
observations with the AMBER instrument of the VLTI in the J
and H bands will soon allow such studies. It should be noted that
interferometric observations of the bright B0IVpe star γCas in
the visible have shown that the apparent size of this star can vary
considerably with wavelength (Stee et al. 1998). The scatter ap-
pears to be slightly larger along the polar direction than along the
equator of the star (Fig. 5, top). This could be caused by devia-
tions from our simple star-CSE model on small angular scales.
For instance, the presence of clumps in the CSE could create this
apparent instability of the visibility function. However, our data
set is still too limited to constrain their properties significantly.

4. Nature of the CSE of Achernar

4.1. Total extension

As listed in Table 4, the angular sizes of the axes of the
photosphere ellipse (θeq and θpol) are well constrained, as is
the flux ratio f = 4.7 ± 0.3% between the star and the
polar envelope. However, the angular dimensions of the en-
velope itself are poorly constrained. In particular, as visible
in Fig. 2, we lack very short baseline measurements to esti-
mate the total extension of the envelope in the polar direction.
Considering our data, it could be much more extended than the
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Vega Model (i = 5 degrees)

Vega Model (i = 90 degrees)

Observed  SED
Bohlin and Gilliland (2004) 

Additional Resolved Rapid Rotating Stars from Interferometry

*Disk of Regulus (B7 V) resolved 
as ellipsoid by CHARA (McAlister 
et al.  2005, Che et al. 2011). 

*Disk of Altair (A7 V) resolved by 
CHARA (J. Monnier et al.  2007).  

*Disk of Alderamin (A7 V) resolved by 
CHARA (M. Zhao et al.  2009).  

*Disk of Rasalhague (A5 III) resolved 
by CHARA (M. Zhao et al.  2009).  

*Pole of Vega (A0 V) resolved  by 
CHARA (Aufdenberg et al.  2006).  

– 28 –

1.0 0.5 0.0 -0.5 -1.0
East (milliarcseconds)

-1.0

-0.5

0.0

0.5

1.0

N
or

th
 (m

illi
ar

cs
ec

on
ds

)
 Leo Image Reconstruction

9500K

10
00

0K

10
50

0K

1.0 0.5 0.0 -0.5 -1.0
East (milliarcseconds)

-1.0

-0.5

0.0

0.5

1.0

N
or

th
 (m

illi
ar

cs
ec

on
ds

)

 Leo Model

9500K

10
00

0K

10
00

0K

10
50

0K

10
50

0K

Fig. 5.— Images of α Leo . The notations are all the same as those in images of β Cas (see

Fig. 4). The angular resolution is 0.55 mas. The reduced χ2 of the images from MACIM

and model fitting are 0.78 and 1.32.
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*Disk of Caph (F2 IV) resolved as 
ellipsoid by CHARA/MIRC (Che et 
al. 2011). 



• Observations
by CHARA/
MIRC show 
gravity 
darkening 
weaker than
β=0.25
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Fig. 3. Ratio between equatorial and polar effective temperature
as a function of flattening ǫ = 1−Rp/Re. Solid line: The analyti-
cal model presented in this paper. Dashed line: Von Zeipel’s law.
Crosses: ESTER models of set 1 (Xc = X). Triangles: ESTER
models of set 2 (Xc = 0.5X).

Fig. 4. Gravity darkening coefficient β as a function of flat-
tening. The values were calculated using a least-square fit to
the profile of effective temperature. Solid line: Model presented
in this paper. Crosses: ESTER models of set 1 (Xc = X).
Triangles: ESTER models of set 2 (Xc = 0.5X). The correspond-
ing value of β for von Zeipel’s law is 0.25. The boxes repre-
sent the values of β, with their corresponding errors, obtained by
interferometry for several rotating stars: Altair (Monnier et al.
2007), α Cephei (Zhao et al. 2009), β Cassiopeiae, and α Leonis
(Che et al. 2011).

surements of the gravity darkening exponent β derived by inter-
ferometry for several rapidly rotating stars, Altair (Monnier et al.
2007), α Cephei (Zhao et al. 2009), β Cassiopeiae, and α Leonis
(Che et al. 2011). We can see that there is good (Altair, α Leo)
or fair (α Cep) agreement between the observed values and the
model. The discrepancy for β Cas may come from its small incli-
nation angle (∼ 20 deg), so we see the star near pole-on, which
makes determining of its flattening more difficult and makes the
results depend more on the model used for gravity darkening and
limb darkening.

4. Conclusions
Observing that the energy radiated by a star is produced almost
entirely in the stellar core and that most stars may be considered
close to a steady state, we have noted that the energy flux is es-
sentially a divergence-free vector field. We also observed from
full two-dimensional models of rotating stars that the direction
of this vector is always very close to that of the effective grav-
ity, so it only depends on the mass distribution. Following this
picture, the physical conditions in the outer layers can only af-
fect the flux radiated outside the star very slightly as long as a
gray atmosphere can be assumed. Thus, we proposed that the
energy flux in the envelope of a rotating star be approximated by
F = − L

4πGM Fω(r, θ)geff .
We have shown how the non-dimensional function Fω(r, θ)

can be evaluated by assuming that mass distribution is repre-
sented by the Roche model. We then demonstrated that the lati-
tudinal variation of the effective temperature only depends on a
single parameter ω =

√

Ω2R3
e/GM. Such a model is very appro-

priate to interpreting the interferometric observations of rotating
stars since, unlike von Zeipel’s or Lucy’s laws, it is valid for
high rotation rates (up to breakup) and depends only on a single
parameter (the β-exponent is removed). Adjustment of the ob-
served surface flux would thus only require variations in ω and
i, the inclination of the rotation axis on the line of sight.

As previously mentioned, this model fits the fully 2D mod-
els well using a gray atmosphere with a rigidly rotating surface
(but with interior differential rotation). This dynamical feature
of the models may not be very realistic, so we tested a surface
rotation Ω(θ) = Ωeq(1 − 0.1 cos2 θ) inspired by observations
(Collier Cameron 2007). The difference is hardly perceptible,
therefore the proposed model of gravity darkening looks quite
robust. Future improvement of two-dimensional models will of
course be used to confirm this robustness.
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Aufdenberg, J. P., Mérand, A., Coudé du Foresto, V., et al. 2006, ApJ, 645, 664
Che, X., Monnier, J. D., Zhao, M., et al. 2011, ApJ, 732, 68
Collier Cameron, A. 2007, Astronomische Nachrichten, 328, 1030
Domiciano de Souza, A., Kervella, P., Jankov, S., et al. 2005, A&A, 442, 567
Eddington, A. S. 1925, The Observatory, 48, 73
Espinosa Lara, F. 2010, Ap&SS, 328, 291
Espinosa Lara, F. & Rieutord, M. 2007, A&A, 470, 1013
Iglesias, C. A. & Rogers, F. J. 1996, ApJ, 464, 943
Lovekin, C. C., Deupree, R. G., & Short, C. I. 2006, ApJ, 643, 460
Lucy, L. B. 1967, ZAp, 65, 89
McAlister, H. A., ten Brummelaar, T. A., Gies, D. R., et al. 2005, ApJ, 628, 439
Monnier, J. D., Zhao, M., Pedretti, E., et al. 2007, Science, 317, 342
Peterson, D., Hummel, C., Pauls, T., et al. 2006a, ApJ, 636, 1087
Rieutord, M. 2006, in EAS publications, Vol. 21, Stellar Fluid dynamics and

numerical simulations: From the Sun to Neutron Stars, ed. M. Rieutord &
B. Dubrulle, 275–295

Rieutord, M. & Espinosa Lara, F. 2009, Communications in Asteroseismology,
158, 99

Rogers, F. J., Swenson, F. J., & Iglesias, C. A. 1996, ApJ, 456, 902
van Belle, G. T., Ciardi, D. R., ten Brummelaar, T., et al. 2006, ApJ, 637, 494
von Zeipel, H. 1924, MNRAS, 84, 665
Zhao, M., Monnier, J. D., Pedretti, E., et al. 2009, ApJ, 701, 209

Espinosa Lara & Rieutord (2011) A&A,  533, 43

ar
X

iv
:1

10
9.

30
38

v1
  [

as
tro

-p
h.

SR
]  

14
 S

ep
 2

01
1

Astronomy & Astrophysics manuscript no. espinosa c� ESO 2011
September 15, 2011

Gravity darkening in rotating stars
F. Espinosa Lara1,2 and M. Rieutord1,2
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ABSTRACT

Context. Interpretation of interferometric observations of rapidly rotating stars requires a good model of their surface effective tem-
perature. Until now, laws of the form Teff ∝ gβeff have been used, but they are only valid for slowly rotating stars.
Aims. We propose a simple model that can describe the latitudinal variations in the flux of rotating stars at any rotation rate.
Methods. This model assumes that the energy flux is a divergence-free vector that is antiparallel to the effective gravity.
Results. When mass distribution can be described by a Roche model, the latitudinal variations in the effective temperature only de-
pend on a single parameter, namely the ratio of the equatorial velocity to the Keplerian velocity. We validate this model by comparing
its predictions to those of the most realistic two-dimensional models of rotating stars issued from the ESTER code. The agreement is
very good, as it is with the observations of two rapidly rotating stars, α Aql and α Leo.
Conclusions. We suggest that as long as a gray atmosphere can be accepted, the inversion of data on flux distribution coming from
interferometric observations of rotating stars uses such a model, which has just one free parameter.
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1. Introduction

The recent development of long-baseline optical/infrared inter-
ferometry has allowed direct observation of gravity darkening at
the surface of some rapidly rotating stars. This phenomenon has
been known since the work of von Zeipel (1924), who noticed
that the radiative flux is proportional to the effective gravity geff
in a barotropic star (i.e. when the pressure only depends on the
density). Thus, the effective temperature Teff varies with latitude,
following Teff ∝ g1/4

eff . This is known as the von Zeipel law.
Barotropicity, however, is a strong hypothesis, and is actu-

ally incompatible with a radiative zone in solid body rotation.
This problem was noticed by Eddington (1925) and has led to
many discussions over subsequent decades (see Rieutord 2006,
for a review). Now, the recent interferometric observations of
some nearby rapidly rotating stars by McAlister et al. (2005),
Aufdenberg et al. (2006), van Belle et al. (2006), and Zhao et al.
(2009) have shown that gravity darkening is not well represented
by von Zeipel’s law, which seems to overestimate the tempera-
ture difference between pole and equator. This conclusion is usu-
ally expressed using a power law, Teff ∝ gβeff, with an exponent
less than 1/4. This is traditionally explained by the existence of
a thin convective layer at the surface of the star, in reference to
the work of Lucy (1967), who found β ∼ 0.08 for stars with a
convective envelope.

Actually, the weaker variation in the flux with latitude, com-
pared to von Zeipel’s law has also been noticed by Lovekin et al.
(2006), Espinosa Lara & Rieutord (2007), and Espinosa Lara
(2010) in two-dimensional numerical models of rotating stars.
This prompted us to reexamine this question using these new
models. It leads us to a new approach that avoids the strong as-
sumption of von Zeipel and that is presumably able to better
represent the gravity darkening of fast rotating stars. This paper
aims at presenting this new model.

In Sect. 2 we explain the derivation of the new model of
gravity darkening and the associated assumptions. In the next
section, results are compared to the values of two-dimensional
models and to observations. Conclusions follow.

2. The model
Before presenting our model, we briefly recall the origin of the
von Zeipel law and Lucy’s exponent. In a radiative region the
flux is essentially carried by the diffusion of photons and thus
correctly described by Fourier’s law,

F = −χr∇T, (1)

where χr is the radiative heat conductivity. If the star is assumed
to be barotropic, density and temperature (and thus χr) are only
functions of the total potentialΦ (gravitational plus centrifugal).
Hence,

F = −χr(Φ)∇T (Φ) = −χr(Φ)T ′(Φ)∇Φ = χr(Φ)T ′(Φ)geff. (2)

If we define the surface of the star as a place of constant
given optical depth, we see that this model implies latitudinal
variations in the flux that strictly follow those of the effective
gravity. Using the effective temperature, we recover Teff ∝ g1/4

eff .
Lucy’s approach is based on a first-order development of

the dependence between Teff and geff in a convective enve-
lope. Since the convective flux is almost orthogonal to isen-
tropic surfaces, log Teff and log geff are related on such a surface.
Deep enough where the entropy is almost the same everywhere,
s(log Teff, log geff) = s0, where s0 is the specific entropy in the
bulk of the convection zone. Assuming that Teff ∝ gβeff at first
order, one finds that

β = − ∂ ln s/∂ ln geff

∂ ln s/∂ ln Teff
(3)

Analytic Model

Von Zeipel β = 0.25
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Self-Consistant Field (SCF) Model
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Interferometry at visible wavelengths:

higher angular resolution -->  O & B diameters & darkening

limb darkening more sensitive to temperature gradients
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