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QC Mission:

• ensure that all science data can be calibrated to a known and 
documented level

• pipeline process all VLT and VLTI data   

• certify calibration products . . . store in archive   

• process science data . . . store products in archive   

• create data packages for PI’s.   

• ensure that the instrument is operating optimally   
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• 8 astronomers supporting all Paranal instruments (11 VLT and 2 VLTI +  
2 survey telescopes:  VISTA/VIRCAM,  VST/OmegaCAM)

• Paranal Science Operations (PSO)   

• User Support Department (USD)

• Archive Department

works via a close interaction with:
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• 50,000 processing jobs (20k VLT; 30k VIRCAM) 
==> a 150% increase in the last year.

• 6 TB of raw data processed (uncompressed)

• ~ 1 TB of products created and archived

Monthly Statistics
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uncompressed

All 11 VLT + 2 VLTI Instruments OmegaCAM (est.)
VIRCAM

compressed (average since July 2010)

1580 GB

718 GB

625 GB

 ==> proof that we can handle these extreme data rates



• Paranal      Antofagasta (via microwave link: 10Mbit/sec)   
                   Santiago      Garching (sustained rate: 50 Mbit/s)

• this is currently sufficient for all VLT and VLTI data
   as well as all VIRCAM calibration data

• significant improvement expected with the Gbit/s fibre link connecting
   Paranal with Antofagasta  (EVALSO expected end of 2010/early 2011)

Data transfer
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 OmegaCAM will be integrated into the current QC paradigm

 Incremental and fully automatic processing (24/7):
• headers are used to match calibration data and define dependencies 
(creation of Association Blocks)
• check for new calibration data once per hour and pipeline process them
• ancillary scripts (python) evaluate pipeline products for QC and create   
images and plots of crucial parameters (QC reports).
• scores are calculated (==> all QC parameters are compared to 
configured thresholds and graded as OK/NOK)
• all this information is accessible on the web
• pseudo real-time quality control and feedback that is evaluated by the 
QC scientist and the Paranal daytime/night time astronomers.

Quality Control Workflow
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 First line of defense calChecker (real-time feed back to Paranal to 
ensure that all science data has its required calibrations):

Quality Control Workflow continued
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http://www.eso.org/observing/dfo/quality/

http://www.eso.org/observing/dfo/quality/SINFONI/reports/CAL/calChecker_SINFONI.html
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Quality Control Workflow continued
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Quality Control review and certification:

• done off-line (Mon. - Fri.) on the results of the automated data 
matching and data processing
• all red scores are reviewed, as well as a fraction of the green scores
• all monitored QC parameters are put in a data base, and may also be 
plotted as a function of time (published as Health Check plots)
• any issues (mostly red scores) are analyzed and if necessary 
communicated to PSO
• calibrations are then rejected or certified
• all results are published on the web
• certified calibration products are ingested into the archive



Quality Control Workflow continued
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Quality Control review and certification:

SINFONI dfoMonitor for 2010-09-22

http://qcweb.hq.eso.org/SINFONI/monitor/status_2010-09-22.html
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Quality Control Workflow continued
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Information on demand
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Quality Control Workflow continued
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Where do these scores fit in with the history of the instrument?
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Quality Control Workflow continued
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For the survey instruments there is the added complexity of multiplicity
(the operational example of VIRCAM)
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Quality Control Workflow continued
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Quality Control process for science data: 

• pipeline processing is done off-line (not automatic)

• currently, ~10% of all VIRCAM science data is processed.  This will be the 
baseline starting point for OmegaCAM.

• science data is processed using certified master calibrations
• no strict science certification.  The initial data quality is graded by SciOps 
(ABCD) based on PI constraints and conditions.  QC issues are fed back to 
USD and SciOps and may affect grading
• science products are ingested into the archive
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• current processing platform is a cluster consisting of 20, dual-core blades

OmegaCAM
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• current processing platform is a cluster consisting of 20, dual-core blades

• pipeline and cluster tests ongoing using a full night of OmegaCAM data
 (ESO version of pipeline has been tested with ILT, WFI, and artificial data)

   bias readnoise 
shutter timing
gain and linearity
bias
dark current and particle rate
dome flat fields
twilight flat fields
secondary standard fields
dithered science data

OmegaCAM
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Artificial OmegaCAM dithered science field
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OmegaCAM QC:

Pipeline products QC Parameters Monitored and Scored

master bias/hot pixel map Nhotpix, detector statistics, structure, comparision to 
reference

master dome flat/cold pixel map Ncoldpix, detector and lamp statistics, structure, 
comparision to reference

master dark dark current and particle rate,
comparision to reference

master twilight flat/master flat/
bad pixel map

Nbadpix, detector and sky statistics, structure, 
comparision to reference

reduced standard star/
zeropoints table

extinction and zeropoints monitoring, image quality

coadded science frames/sky flat/
fringe flat/weight map

coadded science frame statistics, number counts, 
PSF distribution (orient. and ellip. maps), image 

quality, astrometric error distribution



... the END

but, please explore the ESO Quality Control web presence:

http://www.eso.org/observing/dfo/quality/
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Comments and criticisms are always welcome.

http://www.eso.org/observing/dfo/quality/
http://www.eso.org/observing/dfo/quality/
http://livepage.apple.com/
http://livepage.apple.com/

